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Fusion agents - realizing Bayesian fusion via a local approach

Jennifer Sander, Jiirgen Beyerer

Abstract— Bayesian theory delivers a powerful theoretical
platform for the mathematical description and execution of
fusion tasks, especially if the information delivering sources are
of heterogeneous nature. However, the complexity of Bayesian
fusion tasks increases exponentially with the number of sources.
A new agent based architecture that is modelled on a successful
operating process of the real world, namely criminalistic inves-
tigation, circumvents the high computational costs by realizing
a local fusion approach. In analogy to criminalists, software
agents shall be appointed to perform heterogeneous fusion
tasks. In this paper, we give an overview over this concept
and the potentials that are provided by it. Then, we focus
on translating the proposed ideas into a formal mathematical
notation.

I. INTRODUCTION

In many real world applications, information from het-
erogeneous sources has to be fused for obtaining optimal
results and decisions respectively. In this context, the term
information refers to everything that has a potential to in-
form. In [7], the authors depicted that the Bayesian approach
provides a very powerful fusion method that distinguishes
itself by its slim calculus and its clearness. The authors
also showed that the Bayesian fusion method meets the
essential requirements that a feasible fusion mechanism must
satisfy. By the transformation of the available knowledge, the
corresponding uncertainties, and the given dependencies into
Degree of Belief (DoB) distributions in the Bayesian sense,
a consistent mathematical description for non-compatible
kinds of information is possible. From a Bayesian point of
view, a lossless information fusion is then feasible. DoBs
embody the numerical degree of certainty taking account
of the given knowledge. By defining DoB distributions,
subjectivity may be incorporated and two subjects equipped
with the same amount of information need not conclude
the same DoB distribution. An established transformation
method for obtaining objective DoB distributions is the
maximum entropy method, see [12].

Bayesian inference offers the possibility to probabilistically
draw conclusions from the given information to an underly-
ing state of the world that is not directly observable. First
of all, a probability model has to be specified that describes
the properties of interests (Pol), this means the elements of
the state of the real world that should be exploited, and how
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the given information is generated from the Pol. A necessary
precondition for the fusion is that all given information refers
to the same underlying “true” state of the world. In the
Bayesian sense, this means that the Pol and the involved
information must have a joint distribution given the selected
model.

II. BAYESIAN FUSION
A. Formulation of the fusion task

We assume that S € N (numbered) information delivering
sources are involved, and we denote by d; the information
from source number s. Then, the data vector

d:=(dy,...,ds) € D:=Dj x ...x Dg

incorporates all available information. We assume also that
we want to identify N € N Pols. These are denoted by

7= (Zla"'7ZN) €cZ:= Zl X ... XZN.

z is a random quantity in the sense of classical statistics
in contrast to the components of d that adopt deterministic
values in a special fusion task. Note that — as usual in
Bayesian statistics — no difference is made between random
quantities and their realizations, and consequently, the same
notation for both kinds of quantities is used.

Frequently, the components of z are of different kind of
nature, e.g. if the task was to detect and classify vehicles
in a given aerial image, the set Z constitutes a bounded area
of location and distinct vehicle types. A great benefit of the
Bayesian framework is its ability to handle differently scaled
variables coherently.

The aim is then to infer the “true value” of z from d.

B. Information processing via Bayesian inference

Bayesian inference is realized by the principle of inverse
probability provided by the Bayesian theorem:

p(zld) =< p(d|z)p(2).

Up to a normalizing constant, the posterior distribution
p(z|d), that represents the knowledge about z after incorpo-
rating the knowledge provided by d, is equal to the product of
the — not necessary normalized — likelihood function p(d|z)
and the prior distribution p(z). The normalizing constant is
the marginal density of the data vector, that is

p(d) = /"'/P(d|21,...,ZN)p(Zh...,ZN)dzl...dZN.
ZT  Zy

Here we use that, from a measure theoretic point of view,
the summation of discrete quantities is just a special case of
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integration and consequently, a unified integral notation can
be used even if some of the Pols have a discrete domain.
dz, represents integration with respect to the underlying
dominating measure.

For a given fusion task with a fixed probability model,
the likelihood principle is an immediate consequence in
Bayesian statistics. It states that the information provided by
the sources influences the posterior DoB distribution only
via the likelihood function, and that two data vectors with
p(dW)|z) o< p(d?z) for all z € Z cause identical inferences
because they contain the same information about z.

If the nature of the information delivering sources is very
different, we can assume them to be independent given
the underlying truth. In this case, Bayesian fusion delivers
identical results no matter if we incorporate all available
information via one single inference step as described above
or if the information is processed sequentially via subsequent
Bayesian inference steps. The posterior at a certain stage of
this sequential processing is then the prior of the next:

p(z|dla"'7d‘\‘+l) ocp(dﬁrl |Z)P(Z|d17---7ds)

Using that p(ds11|z) o< p(z|ds+1) with a completely uninfor-
mative prior, we get for all s € {1,...,S—1}

p(Z|d17 ~~~7ds+1) o< p(Z|d5+1)p(Z|d1 ’ ~~7ds)~ (D

Additionally, the ordering in which the sources are numbered
does obviously not affect the posterior DoB distribution

p(z|d1, ...,dg).
C. Obtaining the final fusion result

Bayesian inference is a lossless process, because its result
consists of the complete posterior DoB distribution of z given
the processed information. According to p(z|d), the probabil-
ity that a certain z originates the incidence of consequences
— which became manifested in the components of d — could
be “high enough” for several different values of Z.
Performing a single estimate for the “true value” of the Pol
is the simplest use of the posterior DoB distribution. To
this end, many techniques from decision theory that deliver
various estimators can be used, e.g. the posterior expectation

ZpE = /Zp(z\d)dz
z

which minimizes the mean squared error for continuous
quantities or the maximum a posteriori estimate

Zmap = argmax{p(z|d)}
2eZ

that minimizes the classification error probability in the
discrete case. Making these estimates is of course no longer
lossless.

One sees that even for the calculation of an estimate of the
“true value”, a cost-intensive calculation over whole Z is
necessary. The corresponding computational complexity is

N

o(1z)) = o(I11zl) )

i=1

which is not feasible even for moderate dimensions.

vse{l,..,.S—1}.
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Fig. 1. The initialization process: A reconnaissance task is formalized in
temporal, spatial and thematic sections that constitute the set Z. The hit-lists
are ordered with falling significance of the clues which is measured by the
local DoB distributions.

III. REALIZING A LOCAL APPROACH
A. The basic concept

Fusion agents, a special kind of software agents, shall
perform heterogeneous fusion tasks in an analogous way as
criminalists solve crimes. According to [18], software agents
are regarded as entities capable of pursuing certain tasks
autonomously. In an initialization step, clues — corresponding
to hypotheses that should be proven — are extracted from each
of the available information sources. They are given to fusion
agents that try to confirm these initial suspicions by sequen-
tially visiting the other sources. This model corresponds to
a local fusion approach: every agent traces his clue ¢ locally
in a small environment U(c) C Z. Performing Bayesian
fusion only in these environments lowers the computational
complexity on ¥..cue O(|U(c)]) << O(|Z]).

B. Excursus: Criminalistic work

If a crime has happened, the first step done by criminalists
is collecting clues and evidences. These are subsequently as-
signed to detectives that generate hypotheses and appendant
DoBs out of it. A detective tries to strengthen his DoB in a
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Fig. 2. A fusion agent (fuselet) is instantiated for each clue of the hit-
lists generated in the initialization step. The sample depicted here shows
the “work” of the fusion agent responsible for the clue ¢; ;.

certain hypothesis by performing single investigation steps.
Doing that, he gets confronted with heterogeneous informa-
tion, e.g. testimonies, DNA traces, bullet casings, that he has
to pull together. If an investigator is not capable of analyzing
a certain kind of information by himself, he can assign this
task to a specially trained expert. Detectives discuss together
about further investigation steps and compare their results
to build up a global view of the scene. Sometimes, theories
have to be abandoned. A hypothesis can be considered to be
true if the corresponding DoB is strong enough. In this case,
the investigation can be finished. The final decision about a
suspect is then not made by the investigators themselves but
by a more competent jury that has to be comprehensively
informed.

The most important fact concerning this process is that an
investigator does not have a god’s view on the whole space
of interest. Instead of this, he takes up a local perspective
and sees only the clues and the appendant local context.

C. An agent based architecture for the fusion of heteroge-
neous information sources

The basic essentials of an agent based architecture for
information fusion that was first presented in [6] will be
described. It is modelled on the work of detectives, that was
outlined in the previous section.

1) Discovering clues: We use the maximum entropy
method to determine an objective prior DoB distribution
p(z) on Z. This proceeding is consistent with the perception
of the world which open minded criminalists should have.
In the case of complete uncertainty, every element of Z
should be equally conspicuous to be the true one. If prior
knowledge about the “true value” of the Pol is available,
this additional information is taken as constraint for the
optimization problem of finding the DoB distribution with
maximum uncertainty. E.g. if vehicles in a given area shall
be detected, knowledge from a road map can be used to
determine a non-uniformly distributed prior.

Bearing Z, p(z) and the conceptual formulation in mind,
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source specific operators are applied to each of the informa-
tion sources. The operators shall indicate suspicious points in
conveniently chosen spaces Z* C Z for s € {1,...,S}. For this
purpose, they have to be chosen as the best possible ones:
all available expertise as how to evaluate special kinds of
information has to be used. E.g. if the task is to detect and
classify vehicles and d; is an aerial image, the corresponding
operator shall — e.g. via matched filtering — deliver a signal
i(z|ds) over an adequately chosen hybrid domain

Z% = [x1,Xmax] X [V1,Ymax] X {Types of relevant vehicles}.

Theoretically, a sequential Bayesian fusion over Z would
be possible by using these immediate results. However, this
methodology would cause high computational costs, see (2).
The essential idea is to perform Bayesian inference only in
small regions of Z where a conspicuous peak, i.e. a distinct
local maximum, is indicated by one of the operators. For
this purpose, the peaks are detected and their arguments
are stored in hit-lists of clues, see fig. 1. The lists get
ordered by falling significance which is measured by local
DoB distributions py(,,). We can obtain the local DoB
distributions from the preceding source specific processing.

2) Investigation performed by the fusion agents: For each

pair (¢sr, Puic,,))> @ fusion agent is instantiated. The local
DoB distribution pyy () expresses the degree of confidence
of the fusion agent to investigate in the right direction that is
indicated by the respective clue ¢y ,. The fusion agent then
visits sequentially the other sources whose information is not
yet incorporated in his actual local DoB. If he is not capable
of accessing a certain source or of analyzing the information
ds that is delivered by it, he gets help from a specially
designed expert agent that is able to perform this task. The
expert agent strengthens or degrades the significance of the
corresponding clue via performing a local Bayesian fusion:
he interprets the actual local DoB distribution of the fusion
agent as prior distribution and performs an inference step to
incorporate d;. If the nature of the sources is very different,
the expert has — as indicated by (1) — just to perform a simple
multiplication. The fusion agent then takes the resulting
posterior that incorporates the additional information ds as
his new, i.e. updated, local DoB distribution and goes on with
visiting the remaining sources. Of course, he has to keep an
account of the sources that he has already visited to avoid
an overweighing of certain information.
We can assume that true events will leave significant leads
in more than one of the sources. Consequently, fusion agents
should communicate from time to time, to find out if several
of them investigate in the same direction and can be dropped.
Also for realizing such a dropping, a bookkeeping of the
fusion agents is highly important.

3) The final decision: If a fusion agent has finally up-
dated his local DoB distribution by visiting all the sources,
he delivers his clue together with the updated local DoB
distribution to a jury. By examining all the clues that the
fusion agents have investigated and the corresponding DoB
distributions, the jury is then capable of deciding on the
global significance of each of them.



D. The high potential of the proposed concept

As drafted in section III-A, via the proposed architecture,
we can circumvent the high computational costs of Bayesian
fusion methods. Additionally, the architecture is scalable
according to the given computational resources: we can
decide on the number of instantiated fusion agents so that,
if necessary, only hot traces (which are on the first positions
of the hit-lists) are investigated.

There is the possibility to integrate humans as experts agents,
e.g. if for a certain source no automatic analyzing mechanism
exists. It is also obvious that the described architecture could
be an suitable concept if we are dealing with huge networks.

IV. THE UNDERLYING LOCAL APPROACH
A. The basic concept

The essential idea concerning the proposed architecture
is that every lead should be considered only in a small
environment U(c) around the corresponding clue c: the
investigating fusion agent possesses a local DoB that refers
precisely to the lead and the corresponding local context.
Concerning quantitative properties, we define a distance
measure on Z via an adequately chosen metric m on Z. E.g.
if we deal with spatial properties we can chose m to be the
euclidian metric. With respect to m and an g(c) > 0 that may
depend on the significance of ¢, we simply define

U(c):={z|mlz,c) <e(e)}-

For qualitative properties, this concept is directly applicable
for ordinally scaled variables at the most. Therefore, we
make another approach: if the clue ¢ is contained in the
hit-list pertaining to source number s, we define

U(c) :={z| p(elds) > T(c)} O {c},

this means U(c) contains exactly the elements of Z whose
conditional probability exceeds a certain threshold T'(c). The
threshold may also depend on c. In this case, we define a
local DoB distribution in the following way: we specify an
explicit DoB only for the elements of U(c). E.g. classifying
vehicles, for a good probability model, it is — without
additional information — necessary to specify a conditional
DoB distribution for a huge set Z of different types. However,
if we know which types are highly probable and which are
not, a simpler — but yet adequate — local DoB distribution
can be formulated in the following way:

p(z=type,|ds) 0.8,
p(z=type,|d;) = 0.15, 3)
p(zeZ\U(c)ld;) = 0.05.

with U(c) = {type,,type,}, e.g. type; = VW_Golf and
type, = Ford_Focus. In the next sections, we will describe
a formal concept for building up local DoBs for both
quantitative and qualitative properties that generalizes this
idea: the local point of view, that is adopted by the fusion
agents, should be represented by a DoB with respect to a
certain partition of the set Z. For this purpose, a closer look
on the underlying probability model is necessary.

B. Describing knowledge-states via sigma-fields

Recall that a probability space is defined by a tuple
(Q,a7,P). Q # 0 specifies the possible states of nature.
Before defining the probability measure P, it is necessary
to determine a suitable domain for it. Usually, it is not
practicable to assign a probability value to all subsets of
Q. Instead, one constitutes a smaller subset of the power
set Z(Q) of Q, where the probability measure is well-
defined: that is the o-field &/. A set A C &/ is called
measurable because the probability measure P assigns a
probability to it. Now, we review the definition of o-fields
because the concept that underlies o-fields is essential for
the understanding of the following description.

o C P(Q) is a o-field if the following holds:

(1) The empty set belongs to <.

(2) If A belongs to < then so does its complement Q\ A.
(3) If A1,A,... is a countable collection of sets that belong
to of then so does the union |Ji_| A,.

One way to generate an adequate o-field is to fix a collection
7 of subsets of Q and to determine the smallest o-field that
contains all elements of .#. This o-field is denoted by o(.).
o-fields are appropriate mathematical structures to model
knowledge-states: if we have fixed a probability model
that corresponds to a certain measure space (Q,<), the
universe of the knowledge-states on which we can build
up any kind of DoB is given by the elements of o/. Let
(Z,%) be the measure space that specifies the set of the
Pols and constitutes which knowledge-states about them can
be reached. Having the definitions of U(c) from the last
section in mind, we will now discuss how we model the
knowledge-state of a fusion agent, that mirrors his local point
of view: we will assign him a private, i.e. local, measure
space on which the corresponding local DoB will be defined.
This concept will work for both quantitative and qualitative
elements. An important aim should be holding the o-fields in
the private measure spaces as coarse as possible. To describe
this we use the following definition from measure theory:
An element B € of of a o-field of is called an atom if no
real subset O # C C B is contained in <.

If an atom B has cardinality larger than one, the probability
measure does not assign probability values to real subsets
of it, e.g. to single elements of Q. For the following, we
need the 2 -measurability of U(c). We will assume this
requirement guaranteed. Of course, the easiest possibility to
define a private measure space is to use (Z,%]) with the
very coarse local o-field

2 ={U(c),Z\U(c), Z,0}.

In this case, the corresponding fusion agent would just be
capable of getting an idea if the “true value” of z lies in U(c)
or not. We would consequently lose all knowledge about the
situation inside U(c). To avoid this, we define a finer local
o-field in which U(c) is split: we take the trace-o-field 2%
of Z on U(c), that is

2 :={A(U(c)|A € Z}.
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Then we expand 25 as crudely as possible and set

gPrivate — O'(Z, fo(é)) — G(Z\U(C)’QPU(C))_

ZPivate jg the smallest o-field that contains both o-fields
21 and %5. Just like in %], the complement U(c) forms
an atom of ZPVa Note that the atoms of ZPVa€ jre
influenced by the atomic structure of 27 and 25: every
atom of ZFrivate can be represented in the form B; N B, with
B; € {B| B is an atom of Z; or B=Z} (i=1,2).

In order to model the global point of view of the jury, it could
be necessary to split 2PV again into smaller atoms. To
perform this, we can apply the maximum entropy method.

C. A note on local Bayesian fusion

Consider the local DoB distribution (3). If we use it as
prior distribution, we can incorporate the information d; (¢ €
S\ {s}) via a local Bayesian fusion step in the following
way:

p(di|z = type;)p(z = type,|d;),
p(di|z = type,) p(z = type, |dy),
1— Y p(lds.d).

z€{typey,type, }

p(z=type,|ds,d;) o<
p(z=type,y|ds,d;) o<
p(z€ Z\U(c)|ds,d;)

PN

It is nontrivial to determine a local likelihood function
because the function ¢(z) := p(d|z) with a fixed d is gen-
erally non-additive. But in this case, we can perform a
local Bayesian fusion task in a simple way, i.e. without
determining p(ds|z € Z\ U(c)). This works because of the
way in which we restrict 2 to get local o-fields ZPrivate:
the highly probable values for the Pols stay atomic and all
other values get merged into one “big” atom.

D. Bayesian setups

Finding a local DoB distribution and performing local
Bayesian fusion will not always be as simple as in the
preceding example. Because of this, we will give an overview
of a mathematical concept that fits the general case. For this,
we must have a look at the whole probabilistic framework
for Bayesian statistics, namely Bayesian setups:

Following [9], a general Bayesian setup! is defined as a
product probability space, where the product measure space
is given by

(ZxD,0(Z%,9)). “4)

The measure space (Z, %) that corresponds to the Pol has
been defined in section IV-B. Now we look at the measure
space (D, ), too. It consists of the set of possible data and a
o-field that indicates which knowledge-states concerning the
data are possible. In (4), 6(%,2) denotes the smallest o-
field containing both 2" and Z. Finally, a complete Bayesian
setup is a product probability space

(ZxD,o(Z,7),1), ®)

that is (4) equipped with a certain product probability mea-
sure.

'In [9], the term Bayesian experiment is used instead of Bayesian setup.

We give each fusion agent his private Bayesian product
measure space, that is (Z x D, o(2P1V3¢ 9)) with ZPrivae
as in section IV-B — but now we do this with respect to the
data, too.

To formulate private Bayesian setups completely, we need
an extension of the term conditional probability that is based
on the abstract conditional expectation. We will review the
definitions and ideas behind this concept in the next section.

E. A review on conditional expectation

Let X be an integrable random variable on a probability
space (Q,.o7,P) and /"™ a o-field that is contained in .27.
Generally, X is not ./"3-measurable. The concept of the
conditional expectation gives us a possibility to determine
the “best” estimate for the value of X if only the knowledge-
states provided by .74 can be reached:

The conditional expectation E(X|a/™) of X is the unique®
o/ P measurable and integrable random variable that sat-
isfies the condition

/ E(X|a/PYdP = / XdP  for all A € o/™".
A A

It can be shown, for a quadratic integrable random variable
X on (Q,.</,P), that the best approximation by an .o7/Fat-
measurable quadratic integrable random variable in the sense
of the least square method is given by the conditional
expectation E(X|a/P*). In this case, E(X|a/P") is the
projection of X from (Q,./,P) into the cruder probability
space that is equipped with 7" instead of .o7.

If /P = 6(A;,As,...) with a countable (maybe finite)
partition {A;,A;,...} of Q, the conditional expectation
E(X|.7P*) must be constant over each A; (because of the
o Part -measurability). One gets, see [8],

1
E(X|.o") (0) = m/Xdp for o € A;
A

if P(A;) > 0. In the case that P(A;) =0, E(X|«/) has an
arbitrarily constant value on A;. In this sense, we can interpret
E(X|.27P™) as a “smoothing” of X.

Generally, E(X |2 represents a coarsening of X. In
the extreme cases /P = &/ (no coarsening), we have
E(X|&/P) =X and if &/P*" = {Q, 0} (maximal coarsening),
E(X|a/?) = E(X).

The conditional probability P(A|</F*) of an event A € &/
given &7F¥ C o7 is defined as E(1[A]|.«7F2"), where 1[A] is
the indicator function of A, i.e. 1[A](w) =1 if @ € A and
1Al(w) =0 if 0 ¢ A.

FE. Private Bayesian setups

By decomposing the product probability IT in (5), a
general concept describing Bayesian inference is obtained.
By this, one recognizes how local DoBs should be structured
and in which matter local Bayesian fusion is performed.
The product probability IT is a coupling IT= PR P(-| %) with

2The existence and uniqueness of E(X|/™™") is proven in [8].
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the following components: the set of sampling probabilities?
for a Bayesian setup is given by the family {P(:|z)|z €
Z}. The sampling probabilities represent versions of the
conditional probability of IT given 2, this means P(-|z) :=
P(:|%)(z). The prior probability P is the marginal probability
of IT on the measure space (Z, %). Thus, let

(ZxD,o(Z,2),10)
PRP(|Z)=0QP(-|2)

SETUPguyes =
with T =

be the Bayesian setup that corresponds to the given fusion
task*. Q denotes the marginal probability on (D, 2).
For each of the fusion agents, a private Bayesian setup

SETUPRey = (Z x D, (2P0, 9), T yeivac 7))

is allocated. HG( Private_) denotes the restriction of Il on
o(ZPivae g We have

HG(gPrivale7_@) = PyPrivale ®P('|gPrivaw) = Q ®P3'Privale (|-@)

This means that the local prior of a fusion agent is exactly
the marginal probability of the global prior DoB in ZPrivate,

Pypivae (A) = P(A) forall A e gePrivate,

and the same scheme holds also for the local posterior DoB.
To get the local sampling probability, one has to condition the
global sampling probability on 2°P¥2¢ To understand this,
note that for o-fields .&7Pt! C 7?2 C o7, the following
projection result holds (see [8]):

E(E(X‘ﬂ%Partl)'dParQ) _ E(E(XlﬂParKZ)‘%Panl)

E(X|VQ{Partl).
V. CONCLUSION AND FURTHER WORK

We described an agent based architecture which has a high
potential to circumvent the usually high computational costs
of Bayesian fusion methods. Fusion agents shall investigate
the “true” fusion result in analogy to human detectives who
try to solve a crime.

Therefore, a local approach for Bayesian information fusion
that uses principles and ideas from measure theory has to
be realized. By restricting the o-field of the underlying
probability model in a certain way, we model the local
point of view of the fusion agents. Beside a computational
simplification, this concept also offers the possibility to
change from a closed-world model where the set of the Pols
is fixed ex ante to an open-world model.

The proposed architecture is obviously predestinated if we
deal with huge networks. It is scalable to the given resources
and offers the possibility to realize man-machine-interaction
in a simple way.

An important task for further research will be determining

3We avoid here the term likelihood probability: it is just common if a
function for fixed data is meant.

4For a Bayesian setup, the converse decomposition of IT into Q and
versions of the conditional probabilities of Tl given &, the posterior
probabilities, need not exist and some certain conditions are necessary
to guarantee its existence. We assume these to be satisfied. In [9], such
Bayesian setups are called regular.

the minimum size of the environment around a clue: if we
chose U(c) too small, local Bayesian fusion does not deliver
meaningful results. Another question is the possibility of ap-
proximating local DoB distributions approximately by sim-
pler probability functions. A promising tool could especially
be the concept of conjugate priors: local Bayesian fusion
could then be performed via simple algebraic calculations.
If we deal with sources for which the dependency to other
sources is unknown, additional assumptions have to be made
by the fusion agents to avoid an overweighing of these
sources that deliver stochastically dependent data. Addi-
tionally, obtaining clues from databases is closely related
to data mining: initial clues are retrieved by searching the
databases for conspicuous patterns or distinctive features.
Consequently, the horizon of the initialization is broadened to
yet unknown clues, and not only a priori known patterns and
features could be detected and contribute to the initialization
of fusion agents. Generally, in addition to the information
sources that are used for the initialization, the fusion agents
can be equipped to access additional sources of information,
e.g. if the given ones do not provide enough evidence.
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