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The Growing Pains of  
Cloud Storage
 
Yih-Farn Robin Chen • AT&T Labs Research

C loud storage is growing at a phenomenal 
rate, fueled by multiple forces, including 
mobile devices, social networks, and big 

data. Content is created anytime and anywhere 
on billions of smartphones and tablets; high-
resolution photos and videos are frequently 
uploaded to the cloud automatically as soon 
as they’re captured. A Gartner report predicts 
that consumer digital storage will grow to 4.1 
zettabytes in 2016, with 36 percent of this stor-
age in the cloud.1 Social interactions and trans-
actions on the Internet are frequently captured 
and analyzed for targeted advertising. In addi-
tion to social networks and e-commerce, big 
data analytics are growing in many other sec-
tors, including government, healthcare, media, 
and education. An IDC forecast suggests that big 
data storage is growing at a compound annual 
growth rate of 53 percent from 2011 to 2016.2

The growth in cloud storage has made it an 
expensive cost component for many cloud ser-
vices and today’s cloud infrastructure. Whereas 
raw storage is cheap, the performance, avail-
ability, and data durability requirements of cloud 
storage frequently dictate sophisticated, multitier, 
geo-distributed solutions. Amazon Simple Stor-
age Service (S3) offers 11 nines of data durability 
(99.999999999 percent), but some other services 
demand even more stringent requirements due to 
the sheer number of objects being stored in the 
cloud (1.3 billion Facebook users, uploading 350 
million photos each day) and to the data’s impor-
tance (who can afford to lose a video of their 
baby’s first steps?). Data is frequently replicated 
or mirrored in multiple datacenters to avoid cata-
strophic loss, but copying it across datacenters is 
expensive. The networking cost is frequently pro-
portional to the distance and bandwidth require-
ments between datacenter sites.

Traditional storage systems use dedicated 
hardware and networking to guarantee 

preservation of the quality-of-service (QoS) 
requirements, such as throughput, latency, and 
IOPS (total number of input/output operations 
per second). Unfortunately, these dedicated 
resources are frequently underutilized. Cloud 
computing promises efficient resource utiliza-
tion by allowing multiple tenants to share the 
underlying networking, computing, and storage 
infrastructure. However, providing end-to-end 
storage QoS guarantees to individual tenants is 
difficult without mechanisms for avoiding inter-
ference. Typically, in a cloud environment such 
as Openstack, multiple tenants share the backend 
block storage (Linux’s logical volume manager or 
a Ceph RADOS block device [RBD], for example) 
through a storage virtualization layer such as 
Cinder, which attaches virtual machines (VMs) 
to individual storage volumes. Providing custom-
ized storage QoS to meet different tenant needs 
is challenging. One exception is all-SSD storage 
arrays; some vendors (such as Solid Fire) let dif-
ferent tenants allocate storage volumes with dif-
ferent QoS types and dynamically change them, 
but all-SSD solutions (on the order of US$1,000 
per terabyte) are expensive compared to HDD-
based solutions. Moreover, an IOPS guarantee in 
the backend isn’t sufficient because there might 
be contention for network bandwidth or CPU 
capacity from other tenants.

Finally, to operate any Web-scale solutions, 
infrastructure service providers are moving to 
scale-out solutions based on commodity hard-
ware, instead of expensive storage appliances, 
which are frequently more expensive and dif-
ficult to adapt to changing workload or specific 
QoS requirements. Any cloud solution architect 
must understand the tradeoffs among the per-
formance, reliability, and costs of cloud storage 
to provide an effective overall solution.

Emerging trends are sweeping through the 
storage industry to address these issues. Here, 
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I discuss two software-based solu-
tions: erasure-coded storage and 
software-defined storage (SDS).

Erasure-Coded Storage
Erasure coding has been widely 
studied for distributed storage sys-
tems. Various vendors, companies, 
and open source software systems 
have adopted it recently, including 
EMC, Cleversafe, and Amplidata; 
Facebook, Microsoft, and Google; 
and Ceph, Quantcast File System 
(QFS), and a module of the Hadoop 
Distributed File System (HDFS-
RAID), respectively. The primary 
reason for this adoption is that era-
sure-coded storage uses less space 
than fully replicated storage, while 
providing similar or higher data 
durability.

To understand why erasure cod-
ing is becoming crucial in storage 
systems, I must explain some basics. 
Erasure coding is typically con-
trolled by two key parameters: k and 
n. A file or file segment is typically 

broken into k chunks, erasure coded, 
and expanded into n chunks (n > k) 
that are distributed over n storage 
servers or hard disks. Any k chunks 
are sufficient to reconstruct the 
original file, which can tolerate up 
to a loss of m = n − k chunks with-
out any data loss. One way to think 
about erasure coding is to consider 
a system of over-specified linear 
equations. You’re essentially given n 
linear equations to solve for k vari-
ables. Picking any k out of these n 
equations would be sufficient to 
determine the values of those k vari-
ables. We frequently refer to the first 
k chunks as primary chunks, and the 
m chunks as parity chunks. Because 
we can vary k and m arbitrarily, a 
general erasure-coded storage solu-
tion in the form of (k, n) or k + m has 
much higher flexibility in terms of 
the tradeoffs between storage space 
and reliability compared to the pop-
ular RAID 6 system, which uses only 
two parity blocks and is equivalent 
to a k + 2 erasure-coded scheme.

A scalable distributed storage 
system, such as HDFS or Swift, stored 
on multiple racks or sites typically 
uses triple redundancy (three copies 
of each data block) to improve both 
availability and durability. As the 
cloud storage volume continues to 
grow exponentially, the triple redun-
dancy scheme becomes expensive. 
As an example, the QFS system uses 
6 + 3 (k = 6 and m = 3) erasure cod-
ing and is designed to replace HDFS 
for MapReduce processing. HDFS 
uses triple replication and incurs 200 
percent storage overhead, but it can 
only tolerate up to ANY two missing 
blocks of the same data. A 6 + 3 era-
sure code, on the other hand, can tol-
erate up to ANY three missing coded 
blocks with only 50 percent storage 
overhead. Such significant cost sav-
ings, while maintaining the same or 
higher reliability, is why many stor-
age systems are now incorporating 
erasure codes.

One concern with erasure-coded 
storage is the extra overhead caused 

Editor in Chief
Michael Rabinovich • michael.rabinovich@case.edu

Associate Editors in Chief 
M. Brian Blake • m.brian.blake@miami.edu
Barry Leiba • barryleiba@computer.org
Maarten van Steen • steen@cs.vu.nl

Editorial Board
Virgilio Almeida • virgilio@dcc.ufmg.br
Elisa Bertino • bertino@cerias.purdue.edu
Fabian Bustamante • fabianb@cs.northwestern.edu
Yih-Farn Robin Chen • chen@research.att.com
Vinton G. Cerf • vint@google.com
Fred Douglis* • f.douglis@computer.org
Schahram Dustdar • dustdar@dsg.tuwien.ac.at
Stephen Farrell • stephen.farrell@cs.tcd.ie
Robert E. Filman* • filman@computer.org
Carole Goble • cag@cs.man.ac.uk
Michael N. Huhns • huhns@sc.edu
Arun Iyengar • aruni@us.ibm.com
Anne-Marie Kermarrec • anne-marie. 

kermarrec@inria.fr
Anirban Mahanti • anirban.mahanti@nicta. 

com.au
Cecilia Mascolo • cecilia.mascolo@cl.cam.ac.uk
Peter Mika • pmika@yahoo-inc.com
Dejan Milojicic • dejan@hpl.hp.com
George Pallis • gpallis@cs.ucy.ac.cy

Charles J. Petrie* • petrie@stanford.edu
Gustavo Rossi • gustavo@lifia.info.unlp.edu.ar
Amit Sheth • amit.sheth@wright.edu
Weisong Shi • weisong@wayne.edu
Munindar P. Singh* • singh@ncsu.edu
Craig W. Thompson • cwt@uark.edu
Steve Vinoski • vinoski@ieee.org
* EIC emeritus

CS Magazine Operations Committee
Paolo Montuschi (chair), Erik R. Altman, Maria Ebling, 

Miguel Encarnação, Cecilia Metra,  
San Murugesan, Shari Lawrence Pfleeger,  
Michael Rabinovich, Yong Rui, Forrest Shull,  
George K. Thiruvathukal, Ron Vetter, David Walden, 
and Daniel Zeng

CS Publications Board
Jean-Luc Gaudiot (chair), Alain April, Laxmi N. Bhuyan, 

Angela R. Burgess, Greg Byrd, Robert Dupuis,  
David S. Ebert, Frank Ferrante, Paolo Montuschi,  
Linda I. Shafer, H.J. Siegel, and Per Stenström

Staff
Editorial Management: Rebecca Deuel-Gallegos
Lead Editor: Brian Brannon, bbrannon@computer.org
Publications Coordinator: internet@computer.org
Contributors: Keri Schreiner, Jennifer Stout,  

and Joan Taylor
Director, Products & Services: Evan Butterfield
Senior Manager, Editorial Services: Robin Baldwin
Senior Business Development Manager: Sandy Brown
Director of Membership: Eric Berkowitz
Senior Advertising Supervisor: Marian Anderson, 

manderson@computer.org

Technical cosponsor: 

IEEE Internet Computing
IEEE Computer Society Publications Office
10662 Los Vaqueros Circle
Los Alamitos, CA 90720 USA

Editorial. Unless otherwise stated, bylined articles, as 
well as product and service descriptions, reflect the 
author’s or firm’s opinion. Inclusion in IEEE Internet 
Computing does not necessarily constitute endorsement 
by IEEE or the IEEE Computer Society. All submissions 
are subject to editing for style, clarity, and length.
Submissions. For detailed instructions, see the author 
guidelines (www.computer.org/internet/author.htm)  
or log onto IEEE Internet Computing’s author center  
at ScholarOne (https://mc.manuscriptcentral.com/ 
cs-ieee). Articles are peer reviewed for technical merit.
Letters to the Editors. Email lead editor Brian Brannon, 
bbrannon@computer.org
On the Web. www.computer.org/internet/.
Subscribe. Visit www.computer.org/subscribe/. 
Subscription Change of Address. Send requests to 
address.change@ieee.org.
Missing or Damaged Copies. Contact help@
computer.org. 
To Order Article Reprints. Email internet@computer.
org or fax +1 714 821 4010.
IEEE prohibits discrimination, harassment, and 
bullying. For more information, visit www.ieee.org/
web/aboutus/whatis/policies/p9-26.html.



From the Editors

6	 www.computer.org/internet/� IEEE INTERNET COMPUTING

by the encoding/decoding time, 
which depends heavily on the era-
sure-coding scheme’s strength. For a 
fixed k, higher m or n incurs more 
computation overhead while provid-
ing higher reliability. As computing 
servers gain in performance, the 
computation overhead of commonly 
used erasure codes becomes more 
manageable, and the bottleneck is 
frequently shifted to the disk or net-
work throughput.

Another concern is the repair 
cost. Given that erasure coding of 
6 + 3 requires six chunks to repair 
one chunk, the networking cost of 
repairing a chunk is six times that 
of a simple replication scheme. Some 
Facebook experiments use a 10 + 4  
erasure-coding scheme, which incurs 
even higher repair costs (but lower 

storage overhead at 40 percent). Sev-
eral repair schemes (such as Xorbas3 
and Hitchhiker4) have been proposed 
to reduce the repair bandwidth, with or 
without additional storage overhead.

As data durability becomes 
increasingly important for cloud stor-
age, erasure coding can also play 
an important role in cloud storage 
geo-distribution. It allows chunks of 
an erasure-coded file to be placed 
in multiple datacenters or racks to 
increase data durability. For example, 
a 9 + 15 or (9, 24) erasure-coded 
storage system could put six chunks 
each in New Jersey, Illinois, Texas, 
and California (east, north, south, 
and west areas of the US). Because 
any file can be reconstructed from 

nine chunks, it can be reconstructed 
by retrieving those chunks from any 
two datacenters. Thus, it will tolerate 
up to two datacenter failures, even 
during a major natural disaster such 
as 2013’s Hurricane Sandy, which 
caused a loss of 68 billion dollars and 
affected 24 states. On the other hand, 
because each file retrieval requires 
accessing chunks from two datacen-
ters, it might incur longer latency 
and significant communication costs, 
which is fine for archival storage, but 
not ideal for frequently accessed stor-
age. Alternatively, if we know certain 
files’ access patterns, and it turns out 
that most accesses come from New 
Jersey, we can place nine chunks in 
New Jersey and five chunks each in 
Illinois, Texas, and California. This 
would allow users to complete most 

accesses with low network latency 
and slightly lower reliability, given 
that a datacenter loss has the poten-
tial to lose nine instead of six chunks. 
The chunk-placement issue in era-
sure coding affects latency, cost, and 
reliability in geo-distributed storage 
systems and is currently an active 
research field.

Software-Defined Storage
Cloud computing started with the vir-
tualization of computing resources, 
followed by recent advances and rapid 
innovations in software-defined net-
works (SDNs), which aim to virtualize 
networking resources and separate the 
control plane from the data plane. To 
truly realize and complete the vision 

of a virtualized datacenter, however, 
we need software-defined storage that 
virtualizes storage resources as well and 
separates storage management software 
from the underlying hardware.

Unfortunately, unlike SDN, there 
isn’t a clear definition of what soft-
ware-defined storage really is, although 
many storage vendors claim that they 
have SDS solutions. Most SDS defini-
tions include a list of desirable attri-
butes.5,6 Here, I summarize those that 
pertain to multitenant cloud storage 
solutions, what I call the S.C.A.M.P. 
principles of SDS.

Scale-Out
SDS should enable a scale-out (hori-
zontal scaling of low-cost, commod-
ity hardware) instead of a scale-up 
(vertical scaling using more power-
ful hardware) storage solution as the 
workload grows or changes dynami-
cally over time. A scale-out solution 
is best implemented in a cloud envi-
ronment with large computing, net-
working, and storage resource pools. 
A cloud storage solution is never 
just about storage — all the neces-
sary computing and networking 
resources must also scale accord-
ingly to support common storage 
operations: deduplication, compres-
sion, encryption/decryption, erasure 
coding/replication, and so on.

Customizable
SDS should allow storage system 
customization to meet specific stor-
age QoS requirements. This lets cus-
tomers purchase storage solutions 
based on their specific performance 
and reliability constraints and avoid 
unnecessary over-engineering, which 
frequently happens when a cloud 
storage service provider tries to meet 
the needs of multiple customers with 
diverse requirements. In a multiten-
ant cloud with a shared backend stor-
age, guaranteeing the desired storage 
QoS is particularly difficult. The latest 
version of Openstack Cinder, which 
provides a block storage service, now 

To realize the vision of a virtualized datacenter, 
we need software-defined storage that 
virtualizes storage resources and separates 
storage management software from the 
underlying hardware.
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allows multiple backends with differ-
ent QoS types (such as different IOPS 
or throughput numbers) to partially 
address this issue.

Automation
Once storage QoS requirements are 
clearly defined, SDS should auto-
mate the complete provisioning and 
deployment process without human 
intervention. The current practice 
is that a storage architect or system 
administrator is intimately involved 
in designing and installing the stor-
age system. This process is typically 
error-prone and not amenable to 
adapting to changing workloads or 
requirements in real time.

Masking
SDS could mask the underlying stor-
age system (physical or virtualized) 
and distributed system complexity 
(single or multiple-site) as long as 
such systems can present a com-
mon storage API (block, file system, 
object, and so on) and meet QoS 
requirements. This gives infrastruc-
ture service providers greater flexi-
bility in restructuring their resource 
pools or architecting storage sys-
tems. For example, Ceph can present 
a block device API even though the 
underlying implementation is done 
in its RADOS object storage.

Policy Management
SDS software must monitor and man-
age the storage system according to 
the specified policy and continue 
to meet storage QoS requirements 
despite potential interference from 
other tenants’ workloads. It must 
also handle failures and autoscale 
the system when necessary to adapt 
to changing workloads. As stated 
previously, however, guaranteeing 
end-to-end storage QoS in a multi
tenant cloud is a hard problem that 
requires protecting resources on the 
entire path from a VM to the storage 
volume. Microsoft’s IOFlow7 aims 
to provide an SDN-like controller to 

control storage bandwidth allocation 
at multiple points of such a path.

SDS Definition
By combining the S.C.A.M.P. prin-
ciples, we can now define SDS: an 
SDS solution should automatically 
map customizable storage service 
requirements to a scalable and pol-
icy-managed cloud storage service, 
with abstractions that mask the 
underlying storage hardware and 
distributed system complexities.

Incidentally, erasure coding is a 
crucial technology that can help meet 
the SDS customization requirement. 
For a fixed k, varying n (or m, the 
number of parity chunks) increases 
the reliability and replication factor 
(and hence the storage cost). At the 
same time, it increases the overall 
encoding/decoding time, hence the 
required computation capacity, and 
perhaps reduced performance. This 
lets an automated storage architect 
look at the storage QoS requirements 
and pick particular erasure-code 
parameters (k and m) to meet the 
minimal reliability and performance 
requirements with the least amount 
of storage overhead.

The rapid growth of cloud storage 
has created challenges for storage 

architects to meet different customers’ 
diverse performance and reliability 
requirements while controlling costs 
in a multitenant cloud environment. 
Erasure-coded storage and SDS could 
address these challenges and open 
up new opportunities for innovation. 
Moreover, erasure coding could play 
a crucial role in offering design trad-
eoffs in certain SDS solutions. These 
two technologies, working together, 
have a huge potential to address the 
growing pains of cloud storage and 
help ease the transition from tradi-
tional IT storage solutions — given 
that cloud storage will likely support 
a large portion of all IT storage needs 
in the future.�
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