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Abstract—As its core computation, a self-attention
mechanism gauges pairwise correlations across the entire
input sequence. Despite favorable performance, calculating
pairwise correlations is prohibitively costly. While recent work
has shown the benefits of runtime pruning of elements with
low attention scores, the quadratic complexity of self-attention
mechanisms and their on-chip memory capacity demands
are overlooked. This work addresses these constraints by
architecting an accelerator, called SPRINT1, which leverages
the inherent parallelism of ReRAM crossbar arrays to compute
attention scores in an approximate manner. Our design prunes
the low attention scores using a lightweight analog thresholding
circuitry within ReRAM, enabling SPRINT to fetch only a
small subset of relevant data to on-chip memory. To mitigate
potential negative repercussions for model accuracy, SPRINT
re-computes the attention scores for the few fetched data
in digital. The combined in-memory pruning and on-chip
recompute of the relevant attention scores enables SPRINT
to transform quadratic complexity to a merely linear one. In
addition, we identify and leverage a dynamic spatial locality
between the adjacent attention operations even after pruning,
which eliminates costly yet redundant data fetches. We evaluate
our proposed technique on a wide range of state-of-the-art
transformer models. On average, SPRINT yields 7.5× speedup
and 19.6× energy reduction when total 16KB on-chip memory
is used, while virtually on par with iso-accuracy of the baseline
models (on average 0.36% degradation).

Keywords-Transformer; Attention Mechanism; Self-
Attention; Sparsity; Model Compression; In-Memory
Computing; Neural Processing Units; ReRAM; Deep
Learning; Hardware-Software Co-Design

I. INTRODUCTION

The sweeping success of self-attention mechanisms shifted
the focus of our community from Convolutional Neural Net-
works [25, 65, 128, 153] to seeking software [70, 71, 75, 76,
138, 163] and hardware approaches [54, 90, 96, 144] to im-
prove efficiency of the attention mechanism. At its crux, it cre-
ates and employs three abstractions of its inputs (e.g. words or
pixel patches): query, key, and value embeddings. The core op-
eration of self-attention is the computation of pairwise corre-
lations between query and key embeddings, followed by com-
puting a weighted sum of value vectors proportional to mea-
sured correlations. Despite its compelling performance, the as-
sociated compute and memory footprint cost of self-attention

1SPRINT: SParse attention acceleration with appRoximate IN-memory
Token pruning

mechanisms can readily become inordinate2, especially as the
input sequence length increases (e.g. > 2K), a prevailing trend
in recent deep learning models [32, 76, 93, 111, 112, 138].

To address this challenge, a recent line of research [54, 55,
90, 137, 144] intuits that each query is germane to only a
dynamic subset of the few key embeddings when determining
the input context. This pruning approach appears beneficial,
yet does not effectively address the main cost driver of
the self-attention mechanism: data communication overhead.
This is because identifying the relevance of key embeddings
per query, especially to preserve model accuracy, still requires
fetching all embeddings to on-chip resources and performing
costly query−key computations. Commonly, these methods
presume sufficiently large on-chip resources to keep all
embeddings for a single head on chip. This assumption can
readily fail, particularly in models with ever-increasing input
sequences and in resource-constrained devices. For example,
if we embrace a design with only 20% of requisite on-chip
buffers available for embeddings in a head, data communi-
cation emerges as the main determinant of efficiency (on
average, > 60% of total energy consumption as shown in Fig-
ure 1). To address this, we propose in-memory pruning solu-
tions that obviate the need to bring embeddings onto the chip.

An emerging body of work has illustrated significant
benefits of ReRAM in-memory computing, due to the
inherent efficiency of analog computing and massive paral-
lelism capability [29, 53, 89, 101, 131, 132, 145, 150, 161].
We leverage ReRAM technology to enable in-memory
pruning, reducing the pressure on the accelerator to fetch all
embeddings onto the chip. While appealing, materializing
the possibility of in-memory pruning comes with its own
challenges, listed as follows:
1) Circuit inaccuracies: There are various inaccuracies,

such as thermal noise, coupling noise, and process
variations associated with ReRAM analog circuitry,
which limit the precision of in-memory computing.

2) Data conversion overhead: Runtime pruning [90], a
common approach to preserve model accuracy, requires
layer-wise comparisons with a threshold value. The cost
of converting the analog results of in-memory computing
(multiple bits) to the digital domain for perpetual

2The cost of pairwise correlations grows in the order of O(N2) with respect
to input sequence length.
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comparisons against threshold values can outweigh the
benefits of in-memory computing.

3) Selective read of unpruned embeddings: Supporting in-
memory ReRAM pruning enforces a particular data layout
for key embeddings. However, this layout constraints the
ability to selectively read the unpruned vectors.

To remedy these considerations, this work makes the
following contributions:
1 We introduce a unique perspective on the ReRAM

in-memory computing paradigm. We employ approximate
in-memory compute and precise on-chip recompute in
tandem to mitigate the likely negative repercussions to
model accuracy due to inherent circuit inaccuracies.
2 We employ analog comparators to carry out the

comparisons with threshold values and instead produce 1-bit
data to indicate the pruning status. With this shift in design,
we reduce the hardware cost, which is proportional to input
bit precision, to merely the cost of a series of 1-bit analog
to digital converters (ADCs).
3 We repurpose an existing solution, which enables us to

implement data reuse based on our observations. On the
hardware side, we rely on recently taped-out transposable
ReRAMs [141] that introduce in-situ transposed read access.
While initially intended for efficiently accessing neural
network weights, our application of this hardware selectively
reads unpruned embeddings. For the data reuse, we observe
that there is a considerable spatial locality between unpruned
key vectors of adjacent queries. We exploit this spatial
location to improve data reuse and further reduce the data
communication overhead.

We evaluate our approach in several self-attention models
with large sequences, including BERT, ALBERT, ViT, GPT-2,
and two futuristic designs (e.g. 2K and 4K input sequence
length). Under an iso design, our results show that, on
average, SPRINT delivers 7.5× speed-up and 19.6× energy
reduction compared to a baseline design with 16KB on-chip
memory. The benefit increases as on-chip resources become
scarcer, representing a design point for resource constrained
platforms, e.g. 1.6× more energy reduction with 16KB
on-chip memory than the case with 64KB capacity.

II. BACKGROUND AND MOTIVATION

A. Background
Self-attention computations. “Self-attention” computes
pairwise correlations across the entire input sequence [140].
Each input element, a word or a pixel patch, is encoded to a
vector of size 1×e. We then project these embeddings onto
three latent spaces by multiplying each vector into distinct
learned weight matrices, WQ, WK, and WV for query, key,
and value vectors, respectively. In the next step, we calculate
s scores per query vector qi (i-th row out of s rows in Q),
each score representing the relevance of a query to all the
key vectors, including itself. The resulting scores are then
normalized by employing a row-wise “Softmax” operation,

producing an attention probability matrix. A higher proba-
bility value indicates greater relevance of the corresponding
element with respect to others in the input sequence.

Finally, to obtain the attention values (As×d), the proba-
bility matrix is multiplied by the value matrix followed by
a sum reduction. Intuitively, the objective of this step is to
scratch out the value of the low probability elements, while
intensifying the others. To further improve the performance of
the self-attention mechanism, multiple paths with dedicated
query, key, and value weigh matrices are introduced. This self-
attention is generally known as “multi-headed”. Under this
paradigm, final values are generated via a concatenated form
of attention vectors from each head, which is projected onto
a matrix of size s×dw using one or more feed-forward layers.
Learned runtime pruning. The self-attention mechanism is
prohibitively costly in terms of computation and memory, in
the order of O(s2). Recently proposed methods [54, 90, 144]
prune attention values with low scores by banking on inher-
ently large redundancy in input sequences. While [54, 144]
trades model accuracy for higher performance,
LEOPARD [90] proposes a learned runtime pruning method
trailed by an early compute termination mechanism to ensure
on par model accuracy with baseline. Once complete, it
incorporates the learned threshold values during inference to
prune inconsequential scores, after performing the entire com-
putation of Q×KT , cutting down most of the computations
after Softmax. A common theme among existing methods is
the assumption of sufficiently large on-chip buffers to store
the entire key and value matrices. However, this assumption
fails at longer input sequences [32, 76, 93, 112, 138] (e.g.
> 2K) as well as for resource-constrained accelerators.
This work builds upon the learned runtime pruning method
introduced in [75, 90] and specifically tackles the pressures
on on-chip capacity and data communication overhead. Our
objective is to eliminate unnecessary data communications
and on-chip computations of Q×KT by approximating the
thresholding mechanism inside memory.

B. Motivation
As the input sequence length is poised to increase dramat-

ically for future transformer models (e.g. s= 1024 and 2048
in GPT [111]), motivated by the resulting improvements in
model performance [32, 76, 93], the assumption of sufficient
on-chip resources is no longer valid. Additionally, as
transformer models pave their way into resource-constrained
devices [155], the increased demand for on-chip memory
capacity and higher compute efficiency form a challenging
design target, even for transformer models with modest
sequence length (e.g. s= [128, 256, 384] for BERT [71, 82]).

While recent literature [54, 90, 144] favors pruning, these
approaches nevertheless are plagued by the considerable over-
head of data communication even with adequately sized on-
chip buffers. This cost is exacerbated when on-chip resources
are limited, because of frequent instances of data communica-
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Table 1

Energy S = 32 S = 64 S = 128 S = 256 S = 512 S = 1024 S = 2048 S = 4096
20% 50.68263208 56.61428274 60.26328597 62.30631417 63.3902494 63.94894625 64.23262838 64.37557253
40% 45.09822312 51.07547817 54.90974417 57.11152943 58.29622509 58.91140823 59.22496704 59.38327213
60% 37.42390998 42.97566469 46.75928488 49.0166081 50.25793086 50.910093 51.24451954 51.41388175
80% 26.21644748 30.00449554 32.84506239 34.6524865 35.68522718 36.2393588 36.52668028 36.67301635

100% 8.306312002 5.877665169 3.708841025 2.133985002 1.153976799 0.6015066772 0.3072820899 0.1553269633
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Figure 1: Percentage of energy spent on memory accesses to process one
attention head with respect to various percentages of available on-chip
memory. The results are shown across various sequence (S) length.

tion. Figure 1 measures the contribution of off-chip memory
read and write accesses to the overall energy consumption
to process a single-head self-attention layer3. The x-axis
encompasses various fractions of on-chip memory capacity
with respect to different input sequence lengths. As on-chip
resources become scarce (20% of requisite on-chip buffers
available to store the entire key and value matrices), on aver-
age, the energy contribution of on-chip memory increases to
> 60%, turning into the dominant energy contributor. In this
tightly-budgeted scenario, approaches that unlock the opportu-
nity to fetch only a subset of relevant data become attractive.

One such compelling solution is applying the run-time
pruning such as [54, 90, 96, 144]. However, even these
techniques require to bring in the entire key and value
matrices to exercise thresholding. This research tackles above
challenge by approximating Q×KT , followed by a compar-
ison with threshold values. Despite the approximation, our
results ensure that this in-memory thresholding mechanism
can consistently identify the entire subset of relevant vectors.
To guarantee accuracy on par with baseline, we recompute the
score values in a precise manner after selective data fetching.

C. Data Communication Optimization
Processing self-attention scores with limited on-chip

memory capacity requires frequent data movement between
adjacent query vectors. This section points out several
opportunities to cut down the cost of such movements.
1) In-memory Thresholding

Under scarce on-chip resources, a logical optimization
step can leverage in-memory computing to eliminate incon-
sequential data communications for pruned key and value
vectors. For example, in Figure 2, the core simply stipulates
K2,4,5,6,11,13 for q1×KT computations (q1→“The”). This

3Section VII outlines the experimental setup details.
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Figure 2: Query-Key relation for the first attention layer of CoLA task from
GLUE dataset [143]. White squares represent pruned entries. The gray
stripes are masked regions.

observation provides the opportunity to significantly cut costs
by informing the accelerator to only fetch the requisite data.
2) Spatial Locality in Adjacent Queries

While in-memory thresholding trims down the amount
of data per query that are brought into on-chip buffers, it
increases the frequency of data fetches. This is because
a new set of key and value vectors should be fetched
to proceed computing for subsequent queries once the
computations for qi×KT completes. This increase in the
frequency of data fetches may well neutralize the potential
benefits of reducing the amount of transferred data.

To explore future potential reductions in the amount of
transferred data and compensate for the likely overhead of
frequent data transfers, we study the similarities between
unpruned keys across input queries. Figure 2 illustrates
a real example of CoLA task from GLUE dataset [143]
(eighth head in the first attention layer). Each row indicates
a query and its corresponding unpruned key locations, filled
in blue. The grey shading on the last few rows and columns
specifies the input mask, commonly used in transformer
models when the sequence length in the input dataset is
less than the one in the model. It is visually evident that
a significant number of keys are inconsequential per query,
and that there is a high spatial locality between adjacent
rows. For example, compared to query “The”, the additional
required keys for the adjacent query “more” are only
“appear” and “ in”. The remaining unpruned key elements,
such as “more”, “of ”, and “him”, are identical between
these queries, obviating additional data transfers.
Theoretical expectation of spatial locality. Equation 1
calculates the probability of L, defined as the number of
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Table 1

Number of 
CORELETs Benchmark Benchmark Value

2 Sequential BERT-B 1.210618315 1.0279 1.489157441 1.0735 1.977029361 1.226597905 2.563716004 1.471433878
2 Sequential ViT-B 1.058900149 1.0226 1.217332488 1.0291 1.354415615 1.12523067 1.607852645 1.248478532
2 Sequential GPT-2-L 1.099311532 1.032 1.178709955 1.078 1.659205028 1.129734159 1.985161445 1.263920426
2 Interleaving BERT-B
2 Interleaving ViT-B
2 Interleaving GPT-2-L
4 Sequential BERT-B
4 Sequential ViT-B 1.210618315 1.058900149 1.099311532
4 Sequential GPT-2-L 1.0279 1.0226 1.032
4 Interleaving BERT-B 1.489157441 1.217332488 1.178709955
4 Interleaving ViT-B 1.0735 1.0291 1.078
4 Interleaving GPT-2-L 1.977029361 1.354415615 1.659205028
8 Sequential BERT-B 1.226597905 1.12523067 1.129734159
8 Sequential ViT-B 2.563716004 1.607852645 1.985161445
8 Sequential GPT-2-L 1.471433878 1.248478532 1.263920426
8 Interleaving BERT-B
8 Interleaving ViT-B
8 Interleaving GPT-2-L

16 Sequential BERT-B
16 Sequential ViT-B
16 Sequential GPT-2-L
16 Interleaving BERT-B
16 Interleaving ViT-B
16 Interleaving GPT-2-L
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Table 1-1

Number of 
CORELETs Benchmark Benchmark Random Dataset Random Dataset

2 Random BERT-B 34.58565035 82.37718703 0.3458565035 0.8237718703
2 SQUAD BERT-B 23.26405554 85.55676385 0.2326405554 0.8555676385
4 Random ViT-B 39.95016318 83.66179564 0.3995016318 0.8366179564
4 CIFAR ViT-B 22.16653208 73.9006961 0.2216653208 0.739006961
4 Random ALBERT-XXL 21.3659103 87.3797201 0.213659103 0.873797201
8 SQUAD ALBERT-XXL 21.52329994 87.55826541 0.2152329994 0.8755826541
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Figure 3: Number of common indices between neighboring tokens (Qi vs.
Qi+1) with the practical dataset vs. randomly selected pruned tokens with
the pruning rate from [90].

overlapping elements between adjacent queries of size S.
In this equation, M represents the number of the unpruned
elements in each query. The probability of L is calculated by
first multiplying the numbers of possible combinations of L
elements out of M and the remaining M - L elements out of
S - M. This product is subsequently divided by the number of
possible combinations of M elements out of S. The resulting
probability of each L is then multiplied by the value of L and
summed across M to calculate the theoretical expected over-
lap between adjacent queries, as demonstrated in Equation 1.

P(L)=
MCL×S−MCM−L

SCM

, E(L)=

M∑
L=1

L·P(L) (1)

In Figure 3, we compare the percentages of overlaps,
averaged across multiple inputs and observed in various
extant datasets [39, 71, 111], with the theoretical expectation
formula, as presented in Equation 1. The results reveals a
striking 2 - 3× increase in the observed overlap percentage
in the real world scenarios. This increase highlights a notable
data reuse opportunity because most of the requisite elements
already reside in on-chip buffers. Therefore, exploiting this
data reuse opportunity limits the number of data fetches only
to the unpruned elements that differ between adjacent queries,
leading to a dramatic cost reduction. One could leverage
spatial locality across larger windows (>2) at the cost of hard-
ware complexity. However, on average, the resulting overlap
is below 5%, which does not justify the requisite overhead.
3) Futile Computations in Padded Regions

It is a common practice [148] in transformer models to
pad input sequences that are shorter than the maximum
supported length. The padded inputs do not meaningfully
contribute to the self-attention computations, and hence are
irrelevant for the final model accuracy. These padded regions
are highlighted as gray squares in Figure 2, where only 16
queries out of 128 are computationally relevant. This leaves
(128-16)×(128-16) score computations inconsequential.
The padded regions are commonly nullified by placing a
sufficiently large negative value [148]. Passing these negative
values through Softmax prompts their probability to approach
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Figure 4: In-memory computing with ReRAM cross-bar array.

zero, excluding them from subsequent computations. To
further eliminate unnecessary data communications in these
padded regions, we can proactively identify them as early
as possible in memory.

III. IN-MEMORY THRESHOLDING

Overview of ReRAM. Resistive Random Access Memory
(ReRAM) is a non-volatile memory that stores data
using its adjustable resistance. Figure 4 demonstrates a
ReRAM 2D crossbar array [102]. To further improve
the density and energy efficiency of ReRAM, recent
methods [95, 149, 160, 165] use Multi-Level Cells (MLC) to
store multiple bits of information inside each cell. In contrast
to Single-Level Cells (SLC), the MLC ReRAM permits
a range of resistance values inside each cell. Although
storing more bits per cell appeals by increasing ReRAM
memory density, it can easily become a limiting factor. As
the number of bits/cell increases, each cell renders itself
more amenable to circuit noises and limits the accuracy of
computations. Recent studies [15, 60] deem a four bits/cell
MLC ReRAM design the optimal balance between robustness
and complexity of current sensing detection circuitry.
Vector-Matrix multiplication with ReRAM in-memory
computing. ReRAM can perform efficient and highly parallel
analog vector-matrix multiplications, as demonstrated by
prior work [29, 53, 123, 131] on DNN acceleration. To
perform such multiplications, the matrix elements are mapped
onto memristor conductance and the input vector is fed
into ReRAM’s wordlines (Figure 4, horizontal lines), one
element per row, as biased voltages generated by a digital-to-
analog converter (DAC). Additionally, a sum reduction can be
executed on the resulting multiplications across the crossbar
columns as serial currents [89, 151]. Once complete, the
weighted-sum vector forms an analog current at the boundary
of the ReRAM crossbar, one element per column. The

4



following equation formally presents a multiplication between
vector v1×n and matrix Mn×m on a ReRAM crossbar array:

mi j =
1
ri j

o1 j =

n∑
i=1

v1i ·mi j (2)

where mi j and ri j represent each element of matrix M and
its corresponding resistance value in ReRAM cells.
Application in run-time pruning. The in-memory principle
introduced above can be seamlessly applied for accelerating
the attention mechanism. This can be achieved by storing each
ki vector in a column of the crossbar array, and applying the
input voltage level, which corresponds to the element of query
vector qi, to each wordline as described in Figure 6(a). Ideally,
we require s columns to store entire sequence length while d
rows are needed to accommodate the entire embedding size.
If the array size does not match with problem size, multiple
banks of array can be employed in a tiled manner. All of ki
vectors stored in multiple columns are processed for parallel
dot-product operations in one shot. Once it completes, the
next query vector qi+1 is processed in the subsequent cycle.
Analog↔Digital challenges. It is shown [29, 89, 123] that
digital↔analog conversion drains a significant portion of
total ReRAM power consumption, especially as the number
of conversion bits increases. For example, the power and
area of a 5-bit ADC are >20× [139] and >30× [136]
higher than a 1-bit ADC, respectively. Therefore, it is
crucial to take the power overhead of these converters into
account, especially for designs with greater than one-bit
precision requirements. In the following, we discuss the
main challenges to in-memory thresholding.

A. In-Memory Thresholding Challenges
1 Analog computing inaccuracies. Analog computing in

ReRAM is commonly known to be susceptible to inherent
circuit noises and inaccuracies, such as thermal noise,
temperature fluctuations, process variations, and coupling
noise between adjacent cells [23, 59, 64]. These inaccuracies
limit the feasible precision of computations in ReRAM
crossbar arrays. To evaluate the impact of limited compute
precision for in-memory thresholding on the final model
accuracy, we use the following approach4:

Prune=Argwhere (Scoreb
R<Th); Score[Prune]=−c (3)

where Scoreb
R denotes the in-memory score values (e.g.

results of qi×KT ) when the output has limited accuracy
with a b-bit precision. “Argwhere” finds the indices of score
elements that are lower than the target threshold. Note that
the threshold values (Th) are learned during the full-precision
finetuning process such as LEOPARD [75, 90]. The scores
of the identified pruning indices are then forcefully set to
a large negative value (−c) to remove irrelevant elements.

4As we explain in Section VII, we do not perform additional fine-tuning
to quantize key values to lower bit-precision.

Table 1

Energy BERT-MRPC BERT-SQUAD ViT
1 0 0 0
2 0.4093137383 0.02686849574 0.9884

3 0.7892157435 0.7679280984 0.9878

4 0.8651961088 0.7986754967 0.9874

5 0.8578431606 0.8003784295 0.9858

6 0.8627451062 0.8000946074 0.985

7 0.8651961088 0.7987701041 0.9846

8 0.8676471114 0.8003784295 0.9846
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Figure 5: Sensitivity of model accuracy to the number of bits (b) used
for in-memory thresholding (comparison of in-memory scores with Th,
Equation 3).

Also, recall that we perform low-precision in-memory com-
puting for the sole purpose of identifying the irrelevant key
vectors. With on-chip accelerators, the score computation for
unpruned vectors is still performed in full-precision.

Figure 5 compares the final model accuracy after
quantizing the Score with different bit-precision (b) across
three different models: BERT-Base [71] with GLUE [143],
BERT-Base with SQUAD [113], and ViT [39] with [78]
dataset. The results show that the quantization error with
4-bit precision virtually has no impact on the final model
accuracy5. Thus, the runtime pruning mechanism is robust
against approximation, even when the computation has a
certain level of errors. This is intuitive because the incorrectly
pruned vectors already exhibit a small score value, likely in
the vicinity of Th. Hence, the impact on model accuracy is
negligible. Finally, even more sensitive workload to the noise
can be in theory compensated by adding a modest negative
margin on top of Th in Equation 3 at the cost of reducing the
pruning ratio (directly proportional to hardware performance).
2 ADC converter overhead. The overhead of ADC

converters increases proportionately to the precision of
conversion. Two design choices can support comparisons
between vector-matrix multiplication outputs and the
threshold values. The first option uses a 5-bit ADC to convert
the outputs and employs digital comparators for thresholding.
The other option utilizes analog comparators for thresholding
prior to ADC. The output of each analog comparison
represents a binary value, which indicates whether to
prune the corresponding key vector. Since the resulting
pruning vector only requires one bit per key, we can use
a low-overhead 1-bit ADC (implemented as a comparator).
The low overhead of 1-bit ADC (>20× [139] lower area and
>30× [136] lower power consumption compared to a 5-bit
ADC) favors the second option for in-memory thresholding.

5A recent study from HP Lab [60] has shown that ReRAM in-memory
computing for 64-tap dot-product delivers 5-bit equivalent output accuracy
after including all the error sources.
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Figure 6: Transposable ReRAM crossbar array. (a) ReRAM crossbar during
in-memory pruning, (b) Transposed ReRAM crossbar during normal read.

3 Reading unpruned vectors overhead. Finally,
performing in-memory thresholding followed by fetching
each unpruned K vector from ReRAM arrays (for digital
re-compute) is arduous and can impose significant read
latency. This occurs because we store each vector of K

vertically at each ReRAM column (Figure 4), and ki is
mapped to the ith ReRAM column. On the other hand,
accessing from ReRAM through a standard read operations
fetches the data stored horizontally in a row. Therefore,
fetching from ReRAM requires sequentially asserting all
the (horizontal) wordlines, bringing in each row of the K

matrix (even the ones associated with pruned k vectors), and
selectively fetching the unpruned vectors to on-chip buffers.
We address this challenge by a recent taped-out transposable
ReRAM proposal [141], which we expound below.

B. Transposable ReRAM for Thresholding
Overview. A transposable ReRAM [141] supports (1) in-situ
access to the array to perform vector-matrix computations
(in-situ computation), as well as (2) reading their transposed
values (transposed read). Figure 6 shows the overall design
of a transposable ReRAM in these two modes. In the
“in-situ computation” mode, the ReRAM array performs
vector-matrix multiplications, similarly to conventional
(non-transposable) ReRAM crossbar shown in Figure 4.
In this case, we assign the value of each element in input
vector qi to wordlines (horizontal) and assert all the bitlines
(vertical) to enable parallel multiplications. On the other
hand, in the new “transposed read” mode, the horizontal
lines become bitlines and vertical line becomes wordline.
In this mode, only one wordline gets asserted. Once the
bitline current from all the columns are fully developed, the
sense amplifier reads all the values stored on the ReRAM
conductance of the asserted wordline (in the column).
In-memory thresholding dataflow. As discussed in the
previous section, one of the challenges for performing
in-memory thresholding is reading unpruned vectors after
score calculation ( 3 ). The “transposed read” mode presents
a viable solution to this challenge. Next, we present a
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Figure 7: The overview of SPRINT system. Data transfers within ReRAMs
and between ReRAMs and accelerator consist of: (1) bank-to-bank between
standard and transposable ReRAMs, (2) unpruned KMSB vectors and their
corresponding indices, (3) Q vector, and (4) unpruned KLSB and V vectors.

dataflow to identify unpruned key vectors leveraging
transposable ReRAMs. In this dataflow, we store each key
vector vertically in the ReRAM crossbar array (the first
key vector is mapped onto the first ReRAM column, and
so on). Because analog circuit noises limit the supported
bit-precision on each memory cell, we only store a
predefined subset of MSB-side bits within each cell. Our
experiment showed that a 4-bit precision is sufficient for
in-memory thresholding, yielding on par model accuracy. As
such, we only store four MSBs per key vector element in
transposable ReRAM arrays. The rest of LSBs can be stored
on conventional ReRAM modules. Similarly, the elements of
query and value vectors are stored on conventional ReRAM
modules. Note that these modules do not need any support
for in-memory computations and are solely used for storage6.

To process the query vector q1×S, the on-chip accelerator
first transmits a subset of query vector MSBs to the
transposable ReRAMs7 that store the key matrix KT

d×S.
A low-precision DAC converts the digital values of the
query vector to analog and feeds them into the ReRAM via
wordlines. The transposable ReRAM array performs a low-
precision vector-matrix multiplication in analog to calculate
the Scores, which are produced after vertically applying an
analog reduction sum per key vector. The next step performs
in-memory thresholding using analog comparators. Note
that the threshold values can either be set at the start of
the computations or sent along with each q vector. Finally,
after performing the analog comparisons, a voltage value
(corresponding to a 1-bit digital value) flows through a series
of 1-bit ADCs. The ADC outputs indicate the pruning state
of their corresponding key vectors, where “1” means pruned.

The generated binary pruning vector is sent back to the
on-chip accelerator, which subsequently gets translated into
multiple memory requests to selectively fetch unpruned key
and value vectors from their corresponding modules. Note
that the pruning vectors for both key and value are completely

6We homogeneously use ReRAM for storage of queries and values and
in-memory thresholding for simplicity. Another possibility can exploit a
heterogeneous design, in which DRAM memories are used for query/value
matrices and small ReRAM crossbar arrays for in-memory thresholding.

7The number of MSBs in query and key are identically set to 4-bits.
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identical. Upon receiving the first unpruned key vector, the
accelerator can start recomputing Scores in full-precision.
The same process repeats for the rest of the query vectors.

IV. OVERVIEW OF SPRINT SYSTEM

As shown in Figure 7, the overall SPRINT architecture
includes two main components: 1) ReRAM memory, and
2) on-chip accelerator, as described below.
ReRAM memory. ReRAM memory banks are split into two
categories, standard and transposable. Standard ReRAM is
solely used for storage (Q, V, and KLSB), while transposable
ReRAM is for both storage (KMSB) and performing
dot-product and in-memory thresholding, informing the
on-chip accelerator which embedding vector to fetch. The
in-memory thresholding mechanism, explained in Section III,
exclusively uses MSBs to determine pruning criteria.
On-chip accelerator. The SPRINT on-chip accelerator
performs three main operations, q × KT , Softmax, and
×V in a pipelined manner. Figure 7 depicts the major
microarchitectural units with their associated bit precision and
data flow. The arithmetic is further described in Section VI.
The accelerator fetches the unpruned k / v vectors from
ReRAM along with a binary vector, indicating which k /
v indices are unpruned, to store in unpruned index buffers.
Based on these indices, the address generator block produces
addresses to access the unpruned vector from K/V buffers.
The accelerator first performs q1×d×{KMSB,KLSB} followed
by an adder tree to precisely calculate the score values. Note
that, Q buffer only stores the streamed-in q1×d temporarily for
the window of score computation. Then, the Softmax block
normalizes the Score values into a probability distribution
proportional to the exponentials of the input Scores. Finally,
the last block multiplies each v vector by their corresponding
Score probability, followed by a reduction sum across the
weighted v vectors to generate the final attention values.

V. SPRINT MEMORY CONTROLLER

Background. A memory controller receives a stream of
memory access requests from the on-chip accelerator,
generates their corresponding memory command stream.
The memory controller consequently arbitrates the memory
commands and schedules them to off-chip memory according
to a scheduling policy. The technology of a memory (e.g.
DRAM or ReRAM) dictates a set of timing constraints that
must be satisfied by the memory controller between each
issued memory command. To communicate data between
the on-chip accelerator and off-chip memory, a sequence
of memory commands generated by the memory controller
are required. These commands collectively retrieve data
from rows across multiple chips into their corresponding
row buffers and select a column from the currently fetched
retrieved data. A subsequent column access to the same
row enjoys the row-buffer locality, hence, lowest access

latency. However, the consecutive accesses between different
rows are generally suffer from substantially higher access
latency. The memory controller aims to schedule the memory
commands in order to maximize the row-buffer locality.

A. Data Layout Organization
We presume a similar organization as conventional memory

subsystems for SPRINT. In general, optimizing the data layout
organization for deep learning applications is straightforward
because of their predictable memory access pattern. We
observe the same pattern for SPRINT data layout organization.
As explained, to support in-memory thresholding, we presume
a non-interleaving data organization for Ks (similar to prior
work [41, 74, 84]). That is, we store each vector of k (a
column in KT

d×S) in one column of memory mat. Based
on our observation (spatial locality between unpruned key
indices, Section II-B), we distribute the neighboring k vectors
across different banks/channels. Our empirical results show
that this distribution of k vectors provides a better utilization
of memory bandwidth and reduces structural conflicts. Same
data layout organization works for v vectors. The Q matrix,
on the other hand, does not need to follow this particular
data layout organization. That is because each q vector is
processed sequentially and after every q-K vector-matrix
multiplication which provides sufficient time for the memory
subsystem to handle the upcoming query read requests.

The final data layout organization requirement is for
the MSB and LSB parts of k vectors. As described in
Section III-B, MSB and LSB parts of key vectors must be
distributed across different type of ReRAM crossbar arrays,
transposable and conventional respectively. This separation
of MSB and LSB bits can be established statically before
the computation starts. To effectively enable this special data
layout organization, we can provide device-side allocation
APIs so the user can specify different requirements for
Q / K / V matrices without exposing physical underlying
structure of memory subsystem. Similar software support
has been proposed in prior work [31, 74].
Scaling for embedding size. One potential challenge to the
proposed data layout organization and in-memory threshold-
ing mechanism is posed by scalability. Specifically, as the
embedding size of key vectors increases, applying the reduc-
tion sum across each column of ReRAM arrays may seem
infeasible. This limitation can be readily addressed by split-
ting the key vector into multiple adjacent ReRAM columns,
similarly to [67]. With this circuit modification, the resulting
analog current from the adjacent key vector splits can be
subsequently merged and compared with the threshold value.

B. Memory Controller Microarchitecture
The on-chip memory controller designed for SPRINT is

separated into a frontend and a backend engine. The frontend
engine communicates with multiple on-chip accelerators,
accepting memory requests, whereas the backend engine
generates and issues commands to off-chip memory modules
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with respect to their timing constraints.

C. Memory Controller Execution Flow
Overview. The memory controller in SPRINT governs
the tasks of in-memory thresholding and fetching the
corresponding unpruned d×1 vectors of KT

d×s matrix. To
complete these operations, the memory controller first
sends a low-precision variant of qi vector of size 1×d to
KMSB ReRAM banks. Each KMSB ReRAM bank executes
low-precision in-memory thresholding and generates a binary
pruning vector of size s. The jth element of the generated
binary vector indicates whether to prune the jth column of
KT

d×s matrix (i.e., ‘1’ → pruned and ‘0’ → unpruned). Upon
receiving the binary pruning vector, the memory controller
processes this vector and consequently issues a stream of
read requests to fetch the unpruned vectors of KT

d×s matrix.
Spatial locality detection engine. To further reduce the data
movement between off-chip memory and on-chip buffers, we
design and integrate a spatial locality detection (SLD) engine
in the front-end of the memory controller. The primary task
of the engine is to detect and exploit spatial locality between
the last and current binary pruning vectors associated with
the attention score computations for adjacent query vectors
(i.e., qi

1×d and qi+1
1×d). The advantages are two folds: (1)

“only” generating memory requests for k vectors that do not
exists in on-chip K buffer, hence reducing data transfer and
memory contention, and (2) bootstrapping the attention score
(Q×KT ) computations for the k vectors that already reside in
on-chip K buffer, hence minimizing the data transfer latency.
The following equations describe the logic behind these two
tasks given the last and current binary pruning vector:

Task 1→ Memory Requests Vector=Pt−1
1×s∧Pt

1×s (4)

Task 2→ Spatial Locality Vector=Pt−1
1×s∧Pt

1×s (5)

where Pt−1
1×s and Pt

1×s represent binary pruning vectors
associated with the last and current attention score
computations at a given time point t, respectively.
Memory request generator engine. The main objective for
the memory request generator (MRG) engine is to produce
a potentially limited number of memory requests to fetch
key vectors that do not currently reside in on-chip key
memory. Each memory controller retains one MRG engine
to produce the corresponding key vector addresses residing
in that particular bank. At each cycle, a binary value is read
from the memory request vector. If zero, it means that the
corresponding key vector is not required for the current at-
tention score computation; hence, bypassing memory request
generation step. On the other hand, a one-value indicates
that a key vector must be fetched from off-chip memory.
Hence, a memory request with an address corresponding to
the location of the desired key vector is generated.

To satisfy the key vector organization requirement
(Section IV), we decided to statically place the adjacent key

vectors into memory modules attached to different channels.
As such, to properly generate the key vector addresses,
we equip each MRG with a base register and a shared
up counter block. The base register indicates the starting
key vector index located on a particular memory channel.
The up counter starts from zero upon receiving a binary
pruning vector and increases by the number of memory
channels. We also equip each memory controller with a key
index generator (KIG) engine, which has the exact same
microarchitecture. However, in lieu of memory request vector,
KIG engine operates on spatial locality vectors to generate
the key vector addresses for SPRINT on-chip engines in
order to bootstrap the attention score computations.
Memory commands and timing considerations.
Supporting SPRINT style in-memory thresholding into
memory requires introducing additional memory commands
and memory timing constraints. To enable in-memory
thresholding in SPRINT, we introduce two additional memory
commands, CopyQ and ReadP. CopyQ copies elements of
query vector to in-memory query buffer, whereas ReadP reads
elements of resulting binary pruning vector from in-memory
pruning vector buffer. Depending on the bit-width of query
and pruning vectors, the memory controller may issue one or
more consecutive CopyQ and ReadP commands. Note that to
initiate in-memory thresholding computations, we add one-
bit in CopyQ command in which a one-value indicating the
start of computations. Issuing other memory commands will
be prohibited amid in-memory thresholding computations.

As you may observe, there is some similarities between
CopyQ and ReadP commands and normal memory read and
write, respectively, projecting a similar timing constraints as
read/write commands. However, since CopyQ works with an
isolated buffer from memory arrays, it neither requires tRP
for row pre-charging, nor tRCD to activate a memory row.
On the other hand, since consecutive CopyQ commands still
occupy data buses, we adhere to the tCL timing constraint.
The scenario for ReadP is quite different as it communicates
with the bank row buffers to read the resulting binary pruning
vectors into on-chip buffers for further processing. Therefore,
we conservatively follow the exact same timing constraints
as memory read command for ReadP. For both introduced
commands, burst CopyQ and ReadP follow the same timing
constraints as normal burst memory read and write.

While the described scenarios for CopyQ and ReadP
covers most of the required timing constraints, it still leaves
one crucial timing constraints between adjacent CopyQ and
ReadP commands. This timing, dubbed tAxTh, represents
the number of cycles that each ReRAM crossbar requires to
perform in-memory thresholding and producing the resulting
pruning vector. Our circuit simulations show that this timing
is <8 cycles [21].
Power implications of in-memory thresholding. In
addition to timing constraints, memory systems are also
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Table 1

Number of 
CORELETs Benchmark Benchmark Value

2 Sequential BERT-B 1.210618315 1.0279 1.489157441 1.0735 1.977029361 1.226597905 2.563716004 1.471433878
2 Sequential ViT-B 1.058900149 1.0226 1.217332488 1.0291 1.354415615 1.12523067 1.607852645 1.248478532
2 Sequential GPT-2-L 1.099311532 1.032 1.178709955 1.078 1.659205028 1.129734159 1.985161445 1.263920426
2 Interleaving BERT-B
2 Interleaving ViT-B
2 Interleaving GPT-2-L
4 Sequential BERT-B
4 Sequential ViT-B 1.210618315 1.058900149 1.099311532
4 Sequential GPT-2-L 1.0279 1.0226 1.032
4 Interleaving BERT-B 1.489157441 1.217332488 1.178709955
4 Interleaving ViT-B 1.0735 1.0291 1.078
4 Interleaving GPT-2-L 1.977029361 1.354415615 1.659205028
8 Sequential BERT-B 1.226597905 1.12523067 1.129734159
8 Sequential ViT-B 2.563716004 1.607852645 1.985161445
8 Sequential GPT-2-L 1.471433878 1.248478532 1.263920426
8 Interleaving BERT-B
8 Interleaving ViT-B
8 Interleaving GPT-2-L

16 Sequential BERT-B
16 Sequential ViT-B
16 Sequential GPT-2-L
16 Interleaving BERT-B
16 Interleaving ViT-B
16 Interleaving GPT-2-L
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Number of 
CORELETs Benchmark Benchmark BERT-B ViT-B GPT-2-L

2 Interleaving BERT-B 1.210618315 1.058900149 1.099311532
2 Interleaving ViT-B 1.0279 1.0226 1.032
2 Interleaving GPT-2-L 1.489157441 1.217332488 1.178709955
4 Sequential BERT-B 1.0735 1.0291 1.078
4 Sequential ViT-B 1.977029361 1.354415615 1.659205028
4 Sequential GPT-2-L 1.226597905 1.12523067 1.129734159
4 Interleaving BERT-B 2.563716004 1.607852645 1.985161445
4 Interleaving ViT-B 1.471433878 1.248478532 1.263920426
4 Interleaving GPT-2-L
8 Sequential BERT-B
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8 Interleaving ViT-B
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Figure 8: CORELET utilization imbalance with and without token interleaving
across CORELETs.

under power budget limitations. tFAW and tRRD represent
the memory timing constraints linked to power budget.
To account for this power budget limitation, we model
the analog in-memory thresholding circuit and estimate
the power of analog comparators. Our simulation shows
that the overhead of additional analog circuitry for analog
comparisons merely increases the total power budget
by < 0.07% of total in-memory computation [89]. This
power overhead has negligible implications on these timing
constraints, hence we posit the nominal values for tFAW and
tRRD in our simulations (similar to work [72, 74]).

VI. SPRINT ON-CHIP ACCELERATOR

The SPRINT processor includes N CORELETs to enable
a higher parallelism degree. A CORELET is an independent
processing block that computes the entire self-attention
mechanism pipeline, including Q×KT , Softmax, and ×V.
Each CORELET consists of a QK-processing unit (QK-PU)
and a V-processing unit (V-PU). QK-PU performs the 1×d
dot product between q and k, whereas V-PU processes the
1×d dot product between the Softmax output and v in the
digital domain. In addition, each CORELET has a small
number of buffers to store unpruned key and value vectors.
Note that the query vectors are processed in a stream
manner, and thus do not need multi-entry buffers (Q-buf).
Finally, each CORELET has its own look-up-tables to record
which key and value vectors are currently present on chip.
Workload balancing across CORELETs. SPRINT accelerator
can simultaneously process multiple key vector sub-elements
in each CORELET while the same query vector is distributed
among all the CORELETs. As soon as the computations
of one query and all of its associated keys complete, the
computations of the next query can begin. In this design,
the adjacent key vectors are assigned to different CORELETs,
called token-interleaving. For example, given total four avail-
able CORELETs, SPRINT process K4n+is in the i-th CORELET
if the token is unpruned. This balances the workload across
CORELETs while considering the spatial locality, by which
the unpruned indices tend to appear in adjacent locations.

Figure 8 shows the workload imbalance ratio with 2×, 4×,

8×, and 16× CORELETs. We calculate the imbalance ratio by
dividing the maximum by the minimum numbers of assigned
unpruned tokens per CORELET and averaging the numbers
for all the queries (i.e. the value of one implies ideal workload
balance across CORELETs). The proposed workload distri-
bution scheme considerably improves the utilization balance
compared to the sequential token mapping, e.g. neighboring
tokens belonging to the same CORELETs. We observe that for
large models such as GPT-2-L, SPRINT can readily leverage
higher parallelism from more CORELETs. However, SPRINT
may underutilize the CORELETs for smaller models (e.g.,
BERT-B) because of their inferior parallelism opportunity.
Handling data misses. To minimize the number of stalls
due to data misses, the unpruned key vectors are proactively
prefetched by the memory controller (as explained in
Section V-B). We also configure the main memory bandwidth
(Table I) to provide a new pair of k and v in burst mode to
further reduce such stalls. Note that by leveraging the spatial
locality between unpruned key vectors, on average, only 2.1%
of the sequence length is required to be fetched between
adjacent queries. This high data reuse drastically reduces the
likelihood of data misses. When a rare data miss occurs, the
computations for the next available key vector can proceed
until the data miss is handled by the memory controller.
We implement this bypassing of unavailable key vectors by
adding a rotating pointer to key/value index buffers.
SPRINT accelerator arithmetic operations. Once at least
one key vector resides in K-buf, the computation can start.
At each cycle, SPRINT performs a dot-product between each
subset of elements from key and query vectors. If all the key
elements can not be processed during one compute iteration,
SPRINT stores the partial sums in a register until the results
are ready to be processed by a Softmax module. Similar to
prior work [54, 90], we use a two look-up-tables method for
exponent calculation. Afterwards, SPRINT stores the stream-
ing outputs in FIFOs for accumulation. Once complete, each
score is normalized to produce the corresponding probabili-
ties. To balance the throughput between different stages of the
pipeline, we employ two divider units. Finally, the computed
score probabilities are used in V-PU to calculate the weighted
sum of v vectors. Note that the unpruned indices for key
vectors can be used for the pruning of value vectors as well.
Two-dimensional sequence reduction. As introduced in
Section II-C3, a large portion (e.g. 46% for the SQUAD
dataset) of the total sequence length is futile due to
zero-padding. Figure 2 illustrates the zero-padded (gray)
area, which reduces the required output computation in
both vertical and horizontal dimensions. Horizontally, the
computation is reduced to k vectors per q, whereas vertically,
it is reduced to q vectors. We implement this mechanism
by enabling the memory controller to filter out the read
requests for these masked regions.
SPRINT accelerator design choice. The SPRINT accelerator
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does not employ a double-buffering scheme for on-chip
memory in order to avoid the doubled cost of memory
capacity. When the new data arrives from main memory,
those are stored in a temporary small buffer. Meanwhile,
a stall request is issued to initiate the write process into
K-buf and V-buf. Note that, due to spatial locality across
unpruned k elements for adjacent q vectors, the number
of newly fetched k / v is infrequent. Similar to prior
work [54, 90, 144], SPRINT performs all the computations
in 8-bit precision, except Softmax with 12-bit inputs. For
final attention score, we employ 16-bit precision.

VII. METHODOLOGY AND EVALUATION

Benchmarks. We use the following models to evaluate
the efficacy of SPRINT: BERT-Base (BERT-B) [71], BERT-
Large (BERT-L) [71], ALBERT-X-Large (ALBERT-XL) [82],
ALBERT-XX-Large (ALBERT-XXL) [82], ViT-Base (ViT-B) [24],
and GPT-2-Large (GPT-2-L) [111]. We employ the Stanford
Question Answering Dataset (SQUAD) [113] to test BERT-B,
BERT-L, ALBERT-XL, ALBERT-XXL, the WikiText-2 [99] to test
GPT-2-L, and CIFAR10 [78] dataset to test the ViT-B. We use
the default sequence length (s) of 197, 384, and 1024 for
the CIFAR10, SQUAD and WikiText-2 datasets, respectively.
All models use an embedding size of d=64. On top of the
above datasets, we create two additional synthetic models
Synth1 and Synth2 with 2K and 4K sequences. These
additional models estimate the projected benefit of SPRINT
architecture for longer input sequences.
Model fine-tuning for target benchmarks. For the baseline,
we use pre-trained models from HuggingFace [148] and
fine-tune them on each task with the reported hyperparame-
ters [39, 71, 82]. We only alter batch size due to our limited
GPU memory. Nonetheless, even with reduced batch size, the
final accuracy after fine-tuning does not change discernibly.
Following the described methodology [90], we implement
differentiable soft thresholding into the studied transformer
models. We identify the optimal pruning threshold per
attention layer as part of the task-specific fine-tuning process.
We use identical hyperparameters for training, except for the
learning rate and the number of epochs. The search space
for the model learning rate is {2e−3, 2e−4, 2e−5}, whereas
the search space of {2e−5, 2e−6} is used for the learned
threshold. The number of epochs varies from one to three
depending on the target tasks. We conduct our experiments
with PyTorch v1.10 [106] on an Nvidia RTX 3090 GPU,
except for GPT-2-L, for whcih we use an Nvidia A100 GPU.

The resulting pruning rates for BERT-B, BERT-L, ALBERT-
XL, ALBERT-XXL, ViT-B, and GPT-2-L are 74.6%, 75.5%,
65.1%, 73.1%, 64.4%, and 73.9%, respectively. For Synth1
and Synth2, we set a pruning rate of 75% and a padding
ratio of 50%. The estimated main memory access when
switching to new query vector for Synth1 and Synth2 are
obtained by scaling up the numbers from BERT-B based on

Table I: Hardware configurations of SPRINT.

Modules Configurations for S-SPRINT / M-SPRINT / L-SPRINT

ReRAM BW 16×64-bit channels @ 1 GHz per CORELET
ReRAM Array 256 × 128 standard bitcell, 64 × 128 transposable array with 4-b MLC
On-Chip Cache 16/32/64KB in total of K/V buffers (= 8/16/32 banks), 128-b port per bank
QK-PU / V-PU 1/2/4 EA of 1-D 64 (=D) way 8×8-b MAC array
Softmax 1/2/4 EA of 12-b input, 8-b output, 2EA of 64B LUTs, 2EA of dividers
Query Buffer 64B / 128B / 256B
Index Buffer 0.5KB / 1KB / 2KB

Table II: Energy consumption of major microarchitectural units of SPRINT.

Microarchitecture Units Energy
QK-PU/V-PU Dot-Product 192.56 (pJ); 8 bits, 64-tap
Key/Value Buffer 256 (pJ); 4 banks with 128-bit access per bank
Softmax 89.8 (pJ); 2 LUT accesses + multiply + division
Analog Comparator 5.34 (pJ); 128 Columns
In-Memory Computation 833.6 (pJ); 64 Rows×128 Columns
ReRAM Access Write: 12492.8 (pJ), Read: 1587.2 (pJ); 512 bits

the sequence length difference.
SPRINT hardware simulations. Table I lists the design
parameters of SPRINT for three studied configurations: (1)
S-SPRINT: a CORELET with 16KB, (2) M-SPRINT: two
CORELETs with 32KB, and (3) L-SPRINT: four CORELETs
with 64KB total on-chip buffer capacity. We use Cadence
Genus 19.1 [19] for the logic synthesis and Cadence
Innovus 19.1 [20] for the placement/routing (PnR) of digital
blocks with a 65 nm TSMC general-purpose standard cell
library. We generate the digital blocks to meet the target
frequency of 1 GHz from the post-layout simulations. For
SRAM on-chip memories, we use ARM Memory Compiler
with High density 65 nm single-port SRAM (version r0p0)
[13] to measure its energy consumption. ReRAM crossbar
in-memory operation consumes 0.10 pJ / MAC in 65 nm
including the digital-to-analog conversion (DAC) [21]. The
standard ReRAM read/write operations consume 3.1 pJ/bit
and 24.4 pJ/bit, respectively [51]8. Each analog comparator
consumes 41 fJ [89]. A recent study of ReRAM in-memory
computing [60] has shown that 64-tap in-memory dot-
product delivers 5-bit equivalent output accuracy. To emulate
the limited accuracy of the in-memory thresholding, we use
an identical error specification in Section III-A with b=5.
SPRINT performance simulator. We collect the numbers of
in-memory dot-product operations and analog comparisons,
read accesses to ReRAM, on-chip q × KT for unpruned
elements, accesses to LUTs, and division operations for
Softmax. In addition, we compile the numbers of additions
and multiplications to calculate the weighted sum of v vectors.
For the numbers of read accesses to ReRAM, the simulator
properly accounts for the spatial locality between adjacent
queries and limited on-chip memory capacity. Finally, be-
cause the majority of these statistics are input-dependent,
we average these numbers across the entire input dataset

8Compared to NVSim [38] with a similar configuration, we use a more
conservative model with 1.6× and 7.2× higher read delay and energy,
respectively, to accommodate for additional ReRAM overheads.
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for each model. For energy consumption, we multiply the
average number of operations across the self-attention layers
by their corresponding energy consumption from post-layout
simulation along with the reported access energy for ReRAM,
as listed in Table II. For latency and throughout estimation,
we calculate the delay of self-attention layers while taking
into account the in-memory thresholding compute delay
along with the communication delay between ReRAM arrays
and CORELETs. We also implement token interleaving (See
Section VI), which distributes tokens across the entire input
dataset to CORELETs. Such interleaving better leverages
the spatial localities between k vectors and minimizes the
imbalance factor. We report the delay of each self-attention
layer as the worst-case delay across the N CORELETs.
Baseline architecture. We employ the same configuration
of S-SPRINT, M-SPRINT, and L-SPRINT, but without the
in-memory pruning, proposed memory controller, and two-
dimensional computing reduction for the padded sequences.
We compare SPRINT and the baseline at iso-setups including
the same frequency, the number of processing elements,
on-chip memory capacity, and bit widths for all the input
and output of digital logic blocks.
Comparison to prior systems. A3 [54], SpAtten [144],
and LeOPArd [90] also support the run-timing pruning
to minimize the required computation. A3 is a prior state
of the art on using approximation to accelerate attention
mechanism. A3 thresholds after processing a limited number
of k vectors from the sorted queue in a magnitude order
to minimize the run-timing pruning overhead. Nonetheless,
A3 does not consider the data movement cost from the
main memory assuming enough on-chip memory capacity.
LeOPArd performs the gradient-based training to co-optimize
the model accuracy and pruning rate by tuning the pruning
threshold automatically during the training instead of
empirical methods. Again, LeOPArd does not consider the
cost from main memory access. SpAtten proposed a cascaded
pruning to exclude the redundant heads and tokens from all
the subsequent layers once those are pruned in the previous
layer. SpAtten reduces the DRAM access cost for GPT-2, but
not for other models assuming enough on-chip capacity.

A. Accuracy and Performance
Impacts on model accuracy from in-memory pruning.
Figure 9 depicts the model accuracy of the various models
under four different scenarios: (1) baseline (software-
only) [148], (2) with runtime pruning, (3) SPRINT without
on-chip recompute, and (4) SPRINT that includes both in-
memory thresholding and on-chip recompute. On average, the
absolute accuracy difference (excluding GPT-2-L) for runtime
pruning (second bar) and SPRINT (fourth bar) is 0.22% with
maximum degradation of 0.24% in ALBERT-XL. Compared to
runtime pruning, SPRINT improves ViT-B accuracy by 0.5%.
Figure 9 also ablates the impact of on-chip recompute (third
bar) on accuracy. On average, the accuracy degradation of

Table 1

Benchmark Baseline
Runtime 
Pruning

SPRINT w/o 
Recompute SPRINT

BERT-B 0.80198 0.7994 0.7758751183 0.7987701041
BERT-L 0.8351 0.833 0.81447 0.8338694418
ALBERT-XL 0.857142857 0.85146 0.80917 0.8491012299
ALBERT-XXL 0.873509934 0.8728 0.7922043519 0.870577105
ViT-B 0.9873 0.9797 0.9445 0.9847
GPT-2-L 17.55 17.48 23.3682 17.65
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Figure 9: Comparison of task accuracy between baseline and different
SPRINT configurations. Second and third bars show task accuracy with
runtime pruning and SPRINT w/o on-chip recompute. Fourth bar depicts
SPRINT accuracy after including on-chip recompute. GPT-2-L accuracy is
measured as a perplexity metric (lower is better).

SPRINT without on-chip recompute is ≈4% (5.71 perplexity
gap in GPT-2-L). On average, compared to the baseline
models (first bar), accuracy degradation of SPRINT is merely
0.36%and separately, the perplexity of GPT-2-L increases by
0.10. These results underscore the importance of on-chip
recompute in preserving the baseline model accuracy.
Main memory data movement analysis. Figure 10 shows
the reduction in the total amount of data movement from
the main memory to the processor (compared to S-Baseline)
during processing a single self-attention head. We illustrate
the data movement reduction in two configurations: (1) “Mask
Only” 7→ sequence reduction for the padded area and (2)
“SPRINT” 7→ run-timing pruning on top of the sequence
reduction of the padded area. We normalize the results
to S-Baseline, in which neither of these optimizations are
employed. The data reduction is higher with L-SPRINT due
to the large on-chip buffer whereas S-SPRINT requires more
data movement. Across the 48 studied configurations, our pro-
posed system yields, on average, 94.9%, 98.5%, and 98.9% in
S-SPRINT, M-SPRINT and L-SPRINT, respectively. The
benefit varies across workloads due to their different pruning
rate and the portion of padded area. For instance, BERT-B has
higher data movement reduction due to its 46% padded area
and 74.6% pruning rate compared to ViT with 64.3% pruning
rate and no padded area. The mask only scenario has the mod-
est data movement reduction of 65.2%, 84.5%, and 92.2% in
S-SPRINT, M-SPRINT, and L-SPRINT, respectively. The only
exception is observed in ViT-B due to the lack of zero padding.
Specifically, ViT-B is an exception because M-SPRINT has
already sufficient memory capacity to store entire (197)
sequence length. The gap among S-, M-, L-SPRINT configu-
rations is the narrowest in Synth1 and Synth2, where the input
sequence length is significantly larger. Thus, even L-SPRINT
model can accommodate only highly limited fraction of the
entire sequence length, e.g. 12.5% in Synth2. For the same rea-
son, the data movement reduction is less significant in Synth
models compared to others as those cannot contain enough
number of correlated tokens in their scarce on-chip memory.
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Table 1-1

Number of 
CORELETs Benchmark Benchmark S-SPRINT M-SPRINT L-SPRINT S-SPRINT M-SPRINT L-SPRINT S-SPRINT M-SPRINT L-SPRINT

2 Mask Only BERT-B 29.8772585 15.26059936 0.6000463406 0.298772585 0.1526059936 0.006000463406 0.701227415 0.8473940064 0.993999536594
2 SPRINT BERT-B 1.654319405 0.8658630841 0.6000463406 0.01654319405 0.0086586308410.0060004634060.98345680595 0.9913413691590.993999536594
2 Mask Only BERT-L 24.99436419 12.80639941 0.5818341356 0.2499436419 0.1280639941 0.005818341356 0.7500563581 0.8719360059 0.994181658644
4 SPRINT BERT-L 1.129992642 0.6675270373 0.5818341356 0.01129992642 0.0066752703730.0058183413560.98870007358 0.9933247296270.994181658644
4 Mask Only ALBERT-XL 23.61605049 12.11348412 0.5763755075 0.2361605049 0.1211348412 0.005763755075 0.7638394951 0.8788651588 0.994236244925
4 SPRINT ALBERT-XL 1.32357057 0.691154811 0.5763755075 0.0132357057 0.00691154811 0.005763755075 0.9867642943 0.99308845189 0.994236244925
4 Mask Only ALBERT-XXL 23.61605049 12.11348412 0.5763755075 0.2361605049 0.1211348412 0.005763755075 0.7638394951 0.8788651588 0.994236244925
4 SPRINT ALBERT-XXL 1.32357057 0.691154811 0.5763755075 0.0132357057 0.00691154811 0.005763755075 0.9867642943 0.99308845189 0.994236244925
4 Mask Only ViT-B 101.006013 2.885391446 2.885391446 1.01006013 0.02885391446 0.02885391446 0 0.97114608554 0.97114608554
8 SPRINT ViT-B 26.91338256 2.885391446 2.885391446 0.2691338256 0.02885391446 0.02885391446 0.7308661744 0.97114608554 0.97114608554
8 Mask Only GPT-2-L 25.05831405 21.50244391 14.39070363 0.2505831405 0.2150244391 0.1439070363 0.7494168595 0.7849755609 0.8560929637
8 SPRINT GPT-2-L 2.009391825 1.351477991 0.6288984889 0.02009391825 0.01351477991 0.0062889848890.97990608175 0.98648522009 0.993711015111
8 Mask Only Synth-1 25.01545369 23.35296223 20.02797931 0.2501545369 0.2335296223 0.2002797931 0.7498454631 0.7664703777 0.7997202069
8 SPRINT Synth-1 2.910228064 2.063896064 1.31115637 0.02910228064 0.02063896064 0.0131115637 0.97089771936 0.97936103936 0.9868884363
8 Mask Only Synth-2 25.00688928 24.20143454 22.59052508 0.2500688928 0.2420143454 0.2259052508 0.7499311072 0.7579856546 0.7740947492

16 SPRINT Synth-2 3.42438011 2.803003882 1.982157905 0.0342438011 0.02803003882 0.01982157905 0.9657561989 0.97196996118 0.98017842095
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Table 1-1-1

Benchmark Benchmark Mask Only SPRINT Mask Only SPRINT
BERT-B S-SPRINT 29.8772585 1.654319405 0.701227415 0.98345680595
BERT-B M-SPRINT 15.26059936 0.8658630841 0.8473940064 0.991341369159
BERT-B L-SPRINT 0.6000463406 0.6000463406 0.9939995365940.993999536594
BERT-L S-SPRINT 24.99436419 1.129992642 0.7500563581 0.98870007358
BERT-L M-SPRINT 12.80639941 0.6675270373 0.8719360059 0.993324729627
BERT-L L-SPRINT 0.5818341356 0.5818341356 0.9941816586440.994181658644
ALBERT-XL S-SPRINT 23.61605049 1.599262013 0.7638394951 0.98400737987
ALBERT-XL M-SPRINT 12.11348412 0.8245551087 0.8788651588 0.991754448913
ALBERT-XL L-SPRINT 0.5763755075 0.5763755075 0.9942362449250.994236244925
ALBERT-XXL S-SPRINT 23.61605049 1.32357057 0.7638394951 0.9867642943
ALBERT-XXL M-SPRINT 12.11348412 0.691154811 0.8788651588 0.99308845189
ALBERT-XXL L-SPRINT 0.5763755075 0.5763755075 0.9942362449250.994236244925
ViT-B S-SPRINT 101.006013 26.91338256 -0.01006013 0.7308661744
ViT-B M-SPRINT 2.885391446 2.885391446 0.97114608554 0.97114608554
ViT-B L-SPRINT 2.885391446 2.885391446 0.97114608554 0.97114608554
GPT-2-L S-SPRINT 25.05831405 2.009391825 0.7494168595 0.97990608175
GPT-2-L M-SPRINT 21.50244391 1.351477991 0.7849755609 0.98648522009
GPT-2-L L-SPRINT 14.39070363 0.6288984889 0.8560929637 0.993711015111
Synth-1 S-SPRINT 25.01545369 2.910228064 0.7498454631 0.97089771936
Synth-1 M-SPRINT 23.35296223 2.063896064 0.7664703777 0.97936103936
Synth-1 L-SPRINT 20.02797931 1.31115637 0.7997202069 0.9868884363
Synth-2 S-SPRINT 25.00688928 3.42438011 0.7499311072 0.9657561989
Synth-2 M-SPRINT 24.20143454 2.803003882 0.7579856546 0.97196996118
Synth-2 L-SPRINT 22.59052508 1.982157905 0.7740947492 0.98017842095
Average S 0.6522620078875 0.65226200788750.94879434101375
Average M 0.84470475108 0.984808913219875
Average L 0.92221346130350.988572205373625

Table 2

S-SPRINT M-SPRINT L-SPRINT

0.701227415 0.8473940064 0.993999536594

0.98345680595 0.991341369159 0.993999536594

0.7500563581 0.8719360059 0.994181658644

0.98870007358 0.993324729627 0.994181658644

0.7638394951 0.8788651588 0.994236244925

0.9867642943 0.99308845189 0.994236244925

0.7638394951 0.8788651588 0.994236244925

0.9867642943 0.99308845189 0.994236244925

0 0.97114608554 0.97114608554

0.7308661744 0.97114608554 0.97114608554

0.7494168595 0.7849755609 0.8560929637

0.97990608175 0.98648522009 0.993711015111

0.7498454631 0.7664703777 0.7997202069

0.97089771936 0.97936103936 0.9868884363

0.7499311072 0.7579856546 0.7740947492

0.9657561989 0.97196996118 0.98017842095
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Figure 10: Total data movement reduction from main memory normalized to that of S-Baseline configuration in two scenarios: (1) “mask only” 7→ with
sequence reduction for the padded area and (2) “SPRINT” 7→with run-time pruning on top of the sequence reduction.

Table 1

Number of 
CORELETs Benchmark Benchmark Value

2 Sequential BERT-B 1.210618315 1.0279 1.489157441 1.0735 1.977029361 1.226597905 2.563716004 1.471433878
2 Sequential ViT-B 1.058900149 1.0226 1.217332488 1.0291 1.354415615 1.12523067 1.607852645 1.248478532
2 Sequential GPT-2-L 1.099311532 1.032 1.178709955 1.078 1.659205028 1.129734159 1.985161445 1.263920426
2 Interleaving BERT-B
2 Interleaving ViT-B
2 Interleaving GPT-2-L
4 Sequential BERT-B
4 Sequential ViT-B 1.210618315 1.058900149 1.099311532
4 Sequential GPT-2-L 1.0279 1.0226 1.032
4 Interleaving BERT-B 1.489157441 1.217332488 1.178709955
4 Interleaving ViT-B 1.0735 1.0291 1.078
4 Interleaving GPT-2-L 1.977029361 1.354415615 1.659205028
8 Sequential BERT-B 1.226597905 1.12523067 1.129734159
8 Sequential ViT-B 2.563716004 1.607852645 1.985161445
8 Sequential GPT-2-L 1.471433878 1.248478532 1.263920426
8 Interleaving BERT-B
8 Interleaving ViT-B
8 Interleaving GPT-2-L

16 Sequential BERT-B
16 Sequential ViT-B
16 Sequential GPT-2-L
16 Interleaving BERT-B
16 Interleaving ViT-B
16 Interleaving GPT-2-L
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Table 1-1

Number of 
CORELETs Benchmark Benchmark S-SPRINT M-SPRINT L-SPRINT

2 Mask Only BERT-B 8.981299683 8.859918796 8.642513167
2 Mask Only BERT-L 10.38115259 10.08564324 9.559072363
4 Mask Only ALBERT-XL 7.496720185 7.378661599 7.151994071
4 Mask Only ALBERT-XXL 9.215329124 8.996709093 8.606022716
4 Mask Only ViT-B 2.794088131 2.763414233 2.715079323
8 Mask Only GPT-2-L 8.579807289 8.448018205 8.158812561
8 Mask Only Synth-1 8 7.891881227 7.698229407
8 Mask Only Synth-2 8 7.891881227 7.698229407
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Figure 11: Speedup comparison to a baseline design for self-attention layers.

Table 1

Number of 
CORELETs Benchmark Benchmark Value

2 Sequential BERT-B 1.210618315 1.0279 1.489157441 1.0735 1.977029361 1.226597905 2.563716004 1.471433878
2 Sequential ViT-B 1.058900149 1.0226 1.217332488 1.0291 1.354415615 1.12523067 1.607852645 1.248478532
2 Sequential GPT-2-L 1.099311532 1.032 1.178709955 1.078 1.659205028 1.129734159 1.985161445 1.263920426
2 Interleaving BERT-B
2 Interleaving ViT-B
2 Interleaving GPT-2-L
4 Sequential BERT-B
4 Sequential ViT-B 1.210618315 1.058900149 1.099311532
4 Sequential GPT-2-L 1.0279 1.0226 1.032
4 Interleaving BERT-B 1.489157441 1.217332488 1.178709955
4 Interleaving ViT-B 1.0735 1.0291 1.078
4 Interleaving GPT-2-L 1.977029361 1.354415615 1.659205028
8 Sequential BERT-B 1.226597905 1.12523067 1.129734159
8 Sequential ViT-B 2.563716004 1.607852645 1.985161445
8 Sequential GPT-2-L 1.471433878 1.248478532 1.263920426
8 Interleaving BERT-B
8 Interleaving ViT-B
8 Interleaving GPT-2-L

16 Sequential BERT-B
16 Sequential ViT-B
16 Sequential GPT-2-L
16 Interleaving BERT-B
16 Interleaving ViT-B
16 Interleaving GPT-2-L
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Table 1-1

Number of 
CORELETs Benchmark Benchmark S-SPRINT M-SPRINT L-SPRINT

2 Mask Only BERT-B 22.92261811 17.18975111 8.550834675
2 Mask Only BERT-L 28.45670148 20.53770069 9.906223948
4 Mask Only ALBERT-XL 23.46840174 17.61410815 8.742657066
4 Mask Only ALBERT-XXL 26.771474 19.89529955 9.650950312
4 Mask Only ViT-B 2.752203995 2.06312562 2.06312562
8 Mask Only GPT-2-L 30.13191436 31.63229887 29.74238853
8 Mask Only Synth-1 25.9981281 29.72378218 32.41422488
8 Mask Only Synth-2 24.21086491 26.74690266 30.78519801
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Figure 12: Total energy reduction compared to a baseline design for
self-attention layers.

Performance and energy comparison. Figure 11 compares
the SPRINT speedup over the baseline design across all the
24 studied task. On average, S-, M-, and L-SPRINT achieve
7.5×, 7.4×, and 7.1×speedup, respectively. These speedups
are attributed to skipping the majority of computing cycles
due to the in-memory run-time pruning. From the ablation
study, the limited speedup of 1.8×, 1.7×, and 1.7× is
achieved on average from the run-time pruning without
the in-memory computing support. This is because all
the Q × KT must initially be computed in the on-chip
accelerator so the ×V processing can be pruned. The

speedup benefit diminishes in L-SPRINT slightly (<5%
compared to S-SPRINT) because the workload utilization is
not appropriately balanced across CORELETs (See Figure 8)
even after k vector distribution. BERT-L enjoys the maximum
benefits with 9.6 - 10.4× speedup while ViT-B has minimum
improvement of 2.7 - 2.8×. This is because of the different
pruning rates and portion of padded area in those models.

Figure 12 shows the energy reductions achieved by
SPRINT, including on-chip accelerator and ReRAM-based
main memory, compared to the Baseline for the three
configurations. We observe an energy reductions of 19.6× for
S-SPRINT, 16.8× for M-SPRINT, and 12.0× for L-SPRINT.
The S-SPRINT achieves the largest energy reduction because
the proportion of main memory access out of the total energy
is significantly higher than the other configurations. We
attribute this higher main memory accesses to the highly
constrained memory capacity and frequent memory accesses.
This leads to more improvement by the proposed technique
which reduces the data movement effectively. On the other
hand, Synth1 and Synth2 show the exception in this trend
because even L-SPRINT can contain only very few fraction
of the entire sequence, e.g. 12.5% in Synth2 vs. 100% in
BERT-B. In such a regime, where the memory capacity is
significantly limited, the larger memory provides more room
to fetch the correlated data together increasing the chance
of data re-use. Therefore, L-SPRINT achieves more energy
benefit compared to S- and M-SPRINT in Synth models. The
energy benefit is greater in Synth1 and Synth2 models than the
other cases as those require more frequent data access due to
their large sequence length so that the benefit by SPRINT is
magnified. In contrast, ViT-B shows the minimum benefit due
to its small sequence length, and thus infrequent data access.
Energy consumption breakdown. Figure 13a details the
energy breakdown of M-SPRINT with pruning-only (second
bar) and with pruning+in-ReRAM thresholding (third bar).
The energy breakdown includes: (1) ReRAM read/write, (2)
in-ReRAM pruning, (3) on-chip K/V buffers read/write, and
(4) computations in QK-PU, Softmax, and V-PU. On average,
in baseline (first bar) 47.8% of the energy consumption

12



Energy Breakdown
Pla$orm Memory 

Read
Memory 

Write
In-

Memeor
y 

Pruning

On-Chip 
Read

On-Chip 
Write

Qk-PU V-PU Softmax ratio

Baseline BERT-B 46.059851494.185614506 0 21.957322 7.4290083048.2580115718.2580115713.852180564100.000000006
Pruning 
Only

BERT-B
23.425113934.185614506 0 11.644723963.7782392758.2580115710.50100423610.233707444552.02641492261.92210053594449

M-SPRINT BERT-B 0.7903763752.2806798540.051051571191.3321259290.12747024550.50100423610.50100423610.23370744455.8174198913917.1897511049535
Baseline BERT-L 46.059851494.185614506 0 21.957322 7.4290083048.2580115718.2580115713.852180564100.0000000060.0581741989104095
Pruning 
Only

BERT-L
23.334595814.185614506 0 11.505320163.7636400018.2580115710.39614643590.184793589651.62812207351.93692886724866

M-SPRINT BERT-L 0.60934014262.0844192140.046658401321.0533183170.098271697750.39614643590.39614643590.18479358964.8690942340720.5377006890277
Baseline ALBERT-XL 46.059851494.185614506 0 21.957322 7.4290083048.2580115718.2580115713.852180564100.0000000060.0486909423377785
Pruning 
Only

ALBERT-XL
23.406258624.185614506 0 11.687375833.7751986458.2580115710.53308643470.248673083752.09421869041.91959880616135

M-SPRINT ALBERT-XL 0.75266576252.0255952630.045341664511.4174296560.12138898640.53308643470.53308643470.24867308375.6772672855117.6141081574983
Baseline ALBERT-XXL 46.059851494.185614506 0 21.957322 7.4290083048.2580115718.2580115713.852180564100.0000000060.0567726728516936
Pruning 
Only

ALBERT-XXL
23.345378144.185614506 0 11.555204353.7653792128.2580115710.43366870370.202296901351.745553384 1.93253320268714

M-SPRINT ALBERT-XXL 0.6309047962.0255952630.045341664511.1530867070.10175012080.43366870370.43366870370.20229690135.0263128600119.8952995547916
Baseline ViT 2.67087537915.72666143 0 42.109639890.430786351415.8371723815.837172387.387692194100.00000000440.0502631285978884
Pruning 
Only

ViT
2.67448431915.72666143 0 28.628755160.431334425715.837172385.6970193962.65753410571.65296121571.39561573321953

M-SPRINT ViT 2.6780932615.80689950.353827414115.147870430.43188249995.6970193965.6970193962.65753410548.470146001 2.0631256196822
Baseline GPT2-L 62.872988480.9649748408 0 13.499101610.140804595.0769277425.0769277422.36827500299.99999999680.48470146002551
Pruning 
Only

GPT2-L
31.931983430.7238276088 0 7.1430474045.150318875.0769277420.29598322760.138069658450.46015794081.98176153380495

M-SPRINT GPT2-L 0.99097838070.48268037680.010804493920.786993210.15983314540.29598322760.29598322760.13806965843.1613257204231.6322988646404
Baseline Synth-1 65.660975890.4323307827 0 12.0958120610.590479984.5491593174.5491593172.12208265399.99999999970.0316132572042948
Pruning 
Only

Synth-1
33.556423070.8340178272 0 6.4259001585.4123258374.5491593170.28432245730.132630165851.19477883231.95332419204842

M-SPRINT Synth-1 1.4518702630.21616539130.0048387251050.75598825380.23417169280.28432245730.28432245730.13263016583.36430940640529.7237821852292
Baseline Synth-2 66.849072030.2054770872 0 11.4977342810.782108394.3242260014.3242260012.017156214100.00000000320.0336430940629734
Pruning 
Only

Synth-2
34.392641870.1541078154 0 6.1081713355.547200084.3242260010.27026412510.126072263450.92268348991.96376139570559

M-SPRINT Synth-2 1.9362117060.10273854360.00229973710.71860839240.31229176850.27026412510.27026412510.12607226343.7387506612 26.7469026594846
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Pla$orm Memory 
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M-SPRINT BERT-B 0.7903763752.2806798540.051051571191.3321259290.12747024550.50100423610.50100423610.23370744455.81741989139
M-SPRINT BERT-L 0.60934014262.0844192140.046658401321.0533183170.098271697750.39614643590.39614643590.18479358964.86909423407
M-SPRINT ALBERT-XL 0.75266576252.0255952630.045341664511.4174296560.12138898640.53308643470.53308643470.24867308375.67726728551
M-SPRINT ALBERT-XXL 0.6309047962.0255952630.045341664511.1530867070.10175012080.43366870370.43366870370.20229690135.02631286001
M-SPRINT GPT2-L 0.99097838070.48268037680.010804493920.786993210.15983314540.29598322760.29598322760.13806965843.16132572042
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Figure 13: M-SPRINT’s energy breakdown normalized to baseline for self-
attention layers. (a) The first bar shows the energy breakdown for baseline
(no pruning), whereas the second and the third bars present the energy
breakdown for pruning-only and SPRINT (in-ReRAM pruning), respectively.
(b) Zoomed-in view of normalized energy breakdown for SPRINT.

comes from ReRAM read operations, except ViT-B, whose
input sequence is 2×- 5× shorter compared to other models.

For the pruning-only scenario, SPRINT still needs to fetch
the entire q and k vectors from ReRAM, even though some
are inconsequential, and perform the requisite Q×KT compu-
tations followed by on-chip comparison with threshold values
for the run-time pruning. After that, Softmax and ×V are
processed for the unpruned tokens. Therefore, most benefits in
the pruning-only case originate from reducing the number of
main memory and on-chip memory reads for V and operations
in Softmax and dot-product in V-PU. Across the self-attention
models, we observe around 1.9×- 2.0× energy savings,
except ViT with only 1.4×. We attribute the lower energy
savings in ViT-B to its lower pruning rate (64%), fewer spatial
localities (on average 2.6× less compared to other models),
and lack of masking (See the gray stripes in Figure 2).

With pruning and in-ReRAM threshold (third bar), SPRINT
significantly reduces the number of ReRAM reads as well as
on-chip computations (Q×KT , Softmax, and ×V), mainly
by the virtue of in-ReRAM pruning. In this configuration
(zoomed-in view in Figure 13b), SPRINT only fetches the
elements of K and V matrices (unpruned ones) that certainly
contribute to the computation of final attention values. On
average, SPRINT reduces the overall energy consumption of
self-attention layers by 16.9×. Compared to other models,
ViT-B confers significantly lower energy savings, merely
2.10×, for the same reasons as the pruning-only scenario.

Table III: SPRINT performance comparison with prior work. SPRINT and
LeOPArd use the 65 nm technology node, whereas A3 and SpAtten use the
40 nm version.

Metric (unit) A3 SpAtten LeOPArd M-SPRINT

Sequence Length 50 - 384 384 - 1024 50 - 1024 128 - 4096
Process (nm) 40 40 65 65
Area (mm2) 2.1 1.6 3.5 1.9
Key Buffer (KB) 20 24 48 16
Value Buffer (KB) 20 24 64 16
GOPs / s 518.0 360.0 574.1 1816.2
GOPs / J 4709.1 382.0 519.3 902.7
GOPs / s / mm2 249.0 238.0 165.5 973.5
GOPs / s / J / mm2 2263.6 252.5 119.7 469.7

Mem. Cost Included % " % "

While SPRINT architecture slightly reduces the number of
ReRAM writes by obviating this need for zero-padded areas,
ReRAM writes still have the highest contribution to the
overall energy consumption. The overhead of in-memory
pruning including peripheral circuitry is negligible (only
4%) due to its highly parallel and low-voltage analog
operations. These results substantiate that the in-ReRAM
pruning benefits outweigh its marginal overhead.
Data movement cost analysis. The data movement
described in Figure 7 is categorized (1) bank-to-bank
transfer of Q ( 1 in Figure 7), and the transfer from the
ReRAM main memory to the on-chip accelerator for (2)
Q 3 , and (3) unpruned K 2 , 4 and V 4 . We include
the contributions of these data movements in the analysis
of Figure 12 and Figure 13. The energy overhead of (1)
is negligible (< 0.04% of the entire energy based on the
post-layout simulations with an activity factor of 0.5) as it is
the intra-chip data transfer. However, on average, (2) takes
<3.7% whereas (3) consumes 31.2%, 20.7%, and 15.5%
of energy for S-/M-/L-SPRINT, respectively.
Comparison with A3, SpAtten, and LeOPArd. Table III
lists the details of prior works and M-SPRINT architecture in
terms of throughput (GOPs / s), energy efficiency (GOPs / J),
and area efficiency (GOPs / s / mm2). For fair comparison,
we also included the area from the in-memory thresholding
[141], which takes only 3% out of total M-SPRINT area. Due
to the absence of reported results in A3, we calculated above
results in Table III given the frequency and power numbers
obtained from [54]. The prior arts considered the scenario of
enough on-chip memory with minimal consideration of the
dram access cost. On the other hand, SPRINT includes all
the costs from the frequent main memory access assuming
the limited on-chip memory scenario by considering > 4×
longer sequences (up to 4096) than prior arts.

Compared to prior work, M-SPRINT yields the best
GOPs / s and GOPs / s / mm2 even including the main
memory access cost due to it’s in-memory pruning. Compared
to A3, M-SPRINT achieves 3.5× and 3.9× improvements
in GOPs / s and GOPs / s / mm2 respectively. However, it
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achieves 5.2× lower GOPs / J. This is due to two reasons:
(1) the DRAM access read and write costs are not considered
in the results of A3 and (2) the lower process technology (40
nm) in A3. Taking into account the difference in the process
technology node (65 nm vs. 45 nm), GOPs / J of SPRINT in-
crease to 3873.5 with Dennard scaling [37] (1.2× lower than
A3). Moreover, M-SPRINT achieves 3.2× higher GOPs / s
and 5.9× higher GOPs / s / mm2 than LeOPArd. Although
the DRAM access costs are not incorporated in LeOPArd,
M-SPRINT still delivers 1.7× higher GOPs / J. Finally,
M-SPRINT achieves 5.0×, 2.4×, and 4.1× enhancements
in GOPs / s, GOPs / J, and GOPs / s / mm2, respectively,
as compared to SpAtten. The benefits that are gained from
GOPs / s and GOPs / s / mm2 are based on the early stage
in-memory pruning by leveraging the spatial locality.

Table III also compares GOPs / s / J / mm2 between
M-SPRINT and prior work [54, 90, 144]. M-SPRINT yields
1.9× and 3.9× higher GOPs / s / J / mm2 compared to
SpAtten and LeOPArd, respectively. However, M-SPRINT
delivers 4.8× lower GOPs / s / J / mm2 compared to A3,
mainly due to considering DRAM access read and write
costs and lower process technology node. With Dennard
scaling [37], GOPs / s / J / mm2 of SPRINT increase to
8648.5 (3.8× better than A3).
End-to-End comparison including fully-connected net-
works (FFNs). Although SPRINT focuses on accelerating
self-attention layers, the proposed accelerator can be repur-
posed to perform the FFN by exploiting QK/V-PU as two
8-bit input 64-tap dot-product engines. The K/V buffers
store 16KB weights of the FFN to provide 128 8-b weights
per cycle by reusing the weights over many inputs. The
M-SPRINT achieves speed and energy benefits for the end-to-
end execution even in such small benchmarks (BERT-B: 2.2×
/ 1.8×, BERT-L: 2.4× / 2.0× for energy saving / speedup)
by avoiding futile computations for the padded region (see
Section II-C3), effectively reducing the iterations in FFN com-
putations. ViT-B achieves only marginal benefit (1.1× / 1.0×)
due to the lack of padded area. M-SPRINT achieves greater
benefit for larger benchmarks, e.g. 7.7× / 4.7× for Synth2.
SPRINT on-chip accelerator and ReRAM in-memory
Area. Figure 14 shows the S-SPRINT layout in a 65 nm
process which occupies 1.18× 0.8 mm2 including 16KB
on-chip SRAM. The layout estimation of ReRAM in-
memory [141], including 64×128 transposable array and
other peripheral circuitry, is also shown in Figure 14. Due
to the inherent high-density of ReRAM, the area overhead
takes only around 6% in S-SPRINT.

VIII. RELATED WORK

Contrary to the broad spectrum of in-memory
computing [14, 69, 74, 77, 97, 103, 107], SPRINT principally
positions itself as a joint in-memory analog pruning and
on-chip digital recomputation system for attention-based
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V-PU
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Figure 14: S-SPRINT on-chip accelerator layout with estimated ReRAM
in-memory area overhead [141].

models. This synergistic method yields substantial gains
and curtails the costly on-chip memory requirement. These
gains are maintained while preserving the baseline model
accuracy. We review the relevant literature here.
In-memory computing and specialized memory
controller design. We can broadly categorize in-memory
computing into (1) 3D stacking [3, 4, 92, 108, 164, 166, 169],
(2) exploiting the inherent massive parallelism inside
memory [10, 14, 44, 74, 84, 84, 98, 120–122, 156], and
(3) emerging memory technologies and DRAM modifica-
tions [1, 2, 2, 11, 12, 17, 29, 36, 43, 52, 53, 62, 63, 68, 81, 87,
88, 123, 129, 134, 141, 142, 159]. Similar to this prior work,
SPRINT also exploits the internal structure of memory to
enable a form of in-memory computation. However, our work
distinguishes itself by seamlessly blending lightweight in-
memory analog approximate computing and on-chip precise
recompute. The first phase informs the on-chip accelerator to
only fetch a few relevant key vectors from memory, reducing
the hefty cost of data communication, while the second phase
ensures model accuracy on par with baseline models. SPRINT
also intersects with [5, 6, 18, 22, 47, 57, 58, 86, 114] as
it similarly equips the memory controller with custom
hardware blocks and specialized memory commands to
unlock the full potential of in-memory thresholding.
Machine learning acceleration. There is an abundance of
prior work on accelerators for machine learning [8, 9, 26–
29, 35, 40, 42, 45, 46, 48–50, 54–56, 61, 65, 66, 73, 79,
80, 85, 90, 94, 96, 104, 105, 109, 115, 116, 118, 119, 123–
128, 131, 133, 135, 137, 144, 152–155, 162, 167]. SPRINT
explores a different design point by seamlessly combining
in-memory thresholding and on-chip recomputation to reduce
the costly data communication overhead. In addition, there
is a line of work on software-only techniques that statically
induce sparsity in self-attention [16, 30, 76, 100, 110, 117,
146, 147, 157, 158]. On the other hand, recent work [33,
34, 168] unlocks dynamic sparsity in self-attention models,
yet provoking the entire computation of Q×KT . Finally, a
class of hardware-software methods targets early compute
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termination [7, 83, 91, 130]. While this work is not closely
related, our contribution of disseminating the computations
between in-memory and on-chip can be employed to perform
in-memory identification of early compute opportunities.

IX. CONCLUSION

Self-attention mechanisms have become integral to
transformer models in multiple applications, ranging from
natural language processing to computer vision. Despite their
benefits, attention mechanisms require extravagant compute
and storage space resources, quadratically proportional
to input sequence length. Recent work has presented the
benefits of runtime pruning in self-attention mechanisms,
albeit overlooked quadratic complexity and on-chip memory
capacity requirements. SPRINT harnesses the inherent
parallelism of ReRAM crossbar arrays to compute the
attention scores in a low-precision format. The resulting
attention scores cross a lightweight analog thresholding
circuitry, which dynamically prunes the inconsequential
scores. Hence, SPRINT fetches only a small subset of relevant
data to on-chip memory. To mitigate the negative repercussion
of approximate ReRAM computations on model accuracy,
SPRINT recomputes the sparse attention scores for the few
fetched data in digital. Furthermore, the paper identified and
exploited a dynamic spatial locality between the adjacent
attention operations even after runtime pruning. This spatial
locality further reduces the redundant data fetches and scales
down the on-chip memory demand. The combined in-memory
pruning and on-chip recomputation of the relevant attention
scores reduce the quadratic complexity of self-attention
mechanism into a merely linear one. The proposed shift in
compute and space complexity yields significant performance
gains as well as enables the acceleration of futuristic models
with significantly larger input sequence length.
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