arXiv:1503.06751v2 [cs.IT] 14 Aug 2015

Approximate Joint MAP Detection
of Co-Channel Signals

Daniel J. Jakubisin and R. Michael Buehrer
Mobile and Portable Radio Research Group (MPRG), Wirelas5@
Virginia Tech, Blacksburg, Virginia, USA. E-mai{djj,buehref@vt.edu

Abstract—We consider joint detection of co-channel signals— MAP detector and a collection of single user decoders. The
specifically, signals which do not possess a natural sepaiiity — separation of detection and decoding is justified by message
due to, for example, the multiple access technique or the use passing algorithms which operate on a factor graph of the

of multiple antennas. Iterative joint detection and decodng is . . I . . .
a well known approach for utilizing the error correction code joint probability density function[[11]. Yet, even with the

to improve detection performance. However, the joint maxioum  Separation of detection and decoding, joint MAP detectiay m
a posteriori probability (MAP) detector may be prohibitively be prohibitively complex as a result of high-order modwas,

complex, especially in a multipath channel. In this paper, ¥ numerous users, or inter-symbol interference (ISl).

present an approximation to the joint MAP _detector motivated A challenging case is detection in the presence of non-
by a factor graph model of the received signal. The proposed . . . . .
algorithm is designed to approximate the joint MAP detector Orthogonal, asynchronous interfering signals using alsing

as closely as possible within the computational capabilitpf the ~receive antenna. That is, reception of co-channel signiaishw
receiver. do not possess a natural separability due to a multiple acces
technique (such as CDMA) or multiple antennas. As a result,
linear filtering and interference cancellation are fieetive

Detection of a desired signal in the presence of one or masepecially when the signal power levels are similar.
interfering signals is a prevalent problem in dense witeles Joint MAP detection in such a signal model is developed
communication systems. As a result, designing receivera-caand studied in[[12]. The separability is achieved due to both
ble of detection in the presence of interference has beerya vRame and symbol timingfsets and an error correction code.
active area of research with numerous algorithms propos®sint detection which accounts for the strongest ISI tersns i
in literature. Iterative multiuser detection problemsé&een proposed. Thus, the algorithm is exponentially compleshin t
considered for code division multiple access (CDMA) [L], [2 number of co-channel signals. For this reason its apptinati
spatial multiplexing [[8]H[5], and multiuser MIMOL[6],L[7], is limited to 2 users and BPSK modulation [n [12]. A large
among others. Receiver algorithms generally fit into one @limber of users or high-order modulations in addition to ISI
three categories: linear filtering, interference cantielfla and  due to the asynchronous signals makes the optimal joint MAP
joint detection. detector extremely complex.

Linear filtering may be applied in the time, space, or space- jjang and Li consider single antenna interference cancella
time dimension(s) and includes techniques such as matdhedfpn in a frequency selective, multiple access charinel [I8¢
tering, minimum mean square error (MMSE) equalization, arggme channel code, interleaver, and modulation is assumed f
beamforming. In systems which employ spreading sequenggisco-channel signals. Signal separability is obtaineduph
or multiple antennas, linear filtering can be dfeetive means the independence of each user’'s multipath channel. Jiadg an
of interference mitigation, specifically when the spregdiain  |j propose a concurrent MAP (CMAP) algorithm in which a
or number of antennas is greater than or equal to the numeg{yssian approximation is used for co-channel interferenc
of signals present. and MAP equalization for ISI. The CMAP algorithm is

Interference cancellation refers to algorithms in whicbhea compared to joint MAP detectidnthe Rake Gaussian method
user’s signal is canceled from the received signal afteecdetproposed in[[14], and soft interference cancellation witARv
tion (e.g., [8], [9] and the references therein). Lineaefitg  equalization. While the CMAP algorithm is the state-of-tré
combined with interference cancellation may further invero jn addressing the flicult detection problem described above,
detection and has been a very successful approach forlspgi@formance is degraded when the Gaussian approximation is
multiplexing [10]. Soft cancellation in conjunction witlo® made for strong co-channel interference terms.
plecoding of the chan_nel code—often referred to as “turbo” | this paper, we present a new approximation to the joint
interference cancellation—has been shown to achieve gagdp detector which is motivated by a factor graph model of
results in a CDMA systemi [1]. the received signal. The proposed algorithm is designe@+o a

~ Optimal maximume posteriori probability (MAP) detection proximate the joint MAP detector as closely as possibleiwith
is performed by jointly detecting both the desired and co-

_Channel S|gnals_' _The _detect|0_n St_age is separated frOﬁdd_6901Due to the complexity of the joint MAP detector, this methadanly
ing and probabilistic information is passed between thetjoievaluated for two users with BPSK modulation inl[13].

|. INTRODUCTION
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the computational capability of the receiver. The comgiexiwhere the marginal is computed fb&“). According to Bayes’

of the algorithm is adjustable and can be set to account fade, (2) is equivalent to

the capabilities of the receiver, the desired performaocthe .

difficulty of the detection task. b = arg maxz f(r,B), 3
The paper is organized as follows. The system model b’ B\bY

is presented in Section] Il followed by development of the _ .

MAP detector in Sectiof lll. The complexity of the proposeWhere the term ;Lf(r_)_|s a constant which has been removed.

algorithm is compared with algorithms from the literatune BY the Total Probability Theorent.i(3) can further be expeelss

Section[I¥ and a detailed description of the proposed algﬂ§ a marginalization over the full joint distribution aseyivby

rithm is provided in Sectioh V. The algorithms are compared 7 (u)

S o : . : b’ = arg max f(r,X,C,B). 4
via simulation in Sectioi_¥YI and conclusions are drawn in k %(m Z © ( ) )
SectionVII. k' X,CB\b{

Notation: Let x denote a column vectorx = The marginalization in[{4) cannot be performed directly; bu

T . h . . . .
[Xo,...,%-1]". We use the shorthand@, to denote the an jterative implementation of the sum-product algoritisn i
summation over the domain of. Similarly, >;, denotes the || suited for this task.

summation over the domain of the vectoand},,, denotes
the summation with respect to all variables except A. Probability Distribution

. System MopeL Taking into account conditional independence of the vari-
In this work we consider single antenna receptiotJo€o- ables, the joint distribution is given by
channel signals (users). Let the information bits, codes, bi
and symbols of thaith user be denoted by column vectors
b, ¢, andx, respectively. We define the collection of
these terms for all users as

B =[b®,...,bW)]

P4
-

f(r,X,C,B) = | | f(ralx®,...,xV)

1= 3]

px“1c)peb@)p(b™).  (5)

I
iy

U

C=[c®,...,cV
o W) Factorizations of the modulationp(x®|c¥) and code
X=X XL p(cW|b) constraints have been explored in the literature (see,
The nth sample of the received signal is given by for example, [[11], [[15]). From[{1) the likelihood function
U L1 for each termr, is dependent on a subset of the symbols.
r = ZZhI(U)XSJ_)I + W, 1 We define,xfﬂ]) = X o to denote the symbols
= from useru which have components in thg sample. The
whereh® = [hg‘), h, . h(LL‘Zl]T denotes the combinedfect distribution is then given by
of the multipath channel and the transmit pulse for thie -1
user,L is the number of channel taps, ajve}\"1 are indepen- f(r,X,C,B) = I_l f(rnIXfrlﬂ), . -,Xf:]))
dent and identically distributed circularly-symmetricngplex n=0

Gaussian random variables with variane& The collection

of all received samples is denoted = [ro,...,rn-1]- In

general the transmitted signals may be symbol-asynchsonou
For the sake of notational simplicity, the model provide@i  Soft output MAP equalization of an ISI channel may be
makes a number of assumptions about the received signal—d@tomplished via the BCJR algorithm [16]. This algorithm
example, that the channel duration of the udeiis identical was extended to the case of joint detection of a desired
and that the received signal is sampled at a single sampled co-channel signal in ISI by Moon and Gunther][12].
per symbol. However, the multiuser detection and equatizat The algorithm relies on the introduction of state variables

algorithms presented in this paper are applicable to theemey,, ..., my into the likelihood function as follows:
general cases.

P pcb@)p(b™). ()

(s

||
-

u:

N-—

[y

I1l. MAP D ETECTION f(rn|xﬁ])’ . ’XE:])
The goal of the receiver is to detect all information Hits n=0
given observatiorr. Because of the complexity of sequence N-1 W )
detection ofB, we desire to perform MAP symbol-by-symbol = Z F(rn, MneaXy”s - X0 M) p(Mo) - (7)
(in our case, bit-by-bit) detection. The detector for ktle bit n=0 M
of useru is given b 1 1 u N
g X y Wheremn. = [xf]}Lﬂ,...,xf]}l,..I.,foLl,...,xf])l]T.
b(k”) =argmax y» p(BIr), 2 At a high level, local marginals for the symbols are com-

b B\ puted by a forward and backward pass of the BCJR algorithm
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Fig. 1. Factor graph off(r,X,C,B) for U = 2 andL = 4 based on the Fig. 2. Factor graph of (r,X,C,B) for U =2 andL = 4 based on the state

factorization in [(6). space model factorization df](7) substituted irfid (6).
(also known as the forward-backward algorithm). The fod/varfrn denotes the factof(rn, mn+1|X§11), L XEU)’ mn). We refer to

messages are given by the factor graphs in FigJ 1 afd 2 as thilly connected graph

i and thestate-space model (SSM) graph, respectively.
a(Miyg) = ]_[Z f(rn Macalx, .. XY, m)p(Mo)  (8)  The generalization of the BCJR algorithm to the factor
n=0 my graph of the joint distribution is given by the sum-product
and algorithm [15]. The factor nodep(x|c)p(c™|b™)p(b™)
N1 are further factored when implementing the sum-produai-al
B(mi) = l_l Z F(rn, Masalx@, ., mp). (9) rithm. The factor nodes relatréd to the ?)bservatiﬁ;smd the °
n=i Moy symbol variable nodes make up the “detection block” of the
The messages may be defined recursively as given by  factor graph. The fully connected graph contains cyclehiwit

the detection block; the SSM graph eliminates these cycles.
a(Mis1) = Z Y(Misg, Mi)a(mi) (10)  cycles have a negative impact on the convergence of the sum-
m product algorithm. In SectionlV, we develop an algorithm to
and reduce the complexity of joint MAP detection based on the
Blm;) = Zy(mi+1,mi)ﬁ(mi+1), (11) fully connected factor graph of Figl 1. In Sectiénl VI, we
M guantify the loss in performance when performing message
where y(miy.m;) = f(ri,mnllx,-(l),---,Xi(u),mi), a(mg) = passing on the fully connected graph versus the SSM graph.
p(mg) = 1, andB(my) = 1. A marginal for a particular
symbolxi“ is given by, M KO\ a(m;)y(mi, Mi;1)B(Miy1). IV. CoMPLEXITY
The joint MAP detector is developed for the case of a received
signal with two samples per symbol in_[12]. For both graphs, the complexity associated vebh of the

detection factor nodes ©(MY-) whereM is the modulation

B. Factor Graph Model order of the symbols (assumed to be the same for each user).
The sum-product algorithm performsieient marginaliza- The complexity is exponential in the number of users and

tion by exploiting the factorization of the joint distribah channel taps and therefore complexity prohibits use ofdtre |

f(r, X, C,B). As an example, consider the caselbt 2 and MAP detector in many potential co-channel signal scenarios

L = 4. The factor graph of the joint distribution inl (6) is giverSpecifically when eitheM >> 2, U >> 2, orL >> 2 and

in Fig.[d. Similarly, the factor graph of the joint distritiot  especially when this is the case for two of these terms. As

with the introduction of the state variables is shown in Bg. an example, the complexity for QPSK, 4 users, and 4 channel

In Fig.[, f, denotes the factof(rnlx&]), xﬁ])) and, in Fig[2, taps (i.e.,M =4,U =4, andL = 4) is O(10°).



Because of the problem of complexity with joint MAP de-
tector, approaches with lower complexity have been consite
for this problem.

« Interference Cancellation: Cancellation may be per-
formed based on either hard or soft decisions. Detection
is performed starting with the strongest signal and contin-
uing to the weakest. Soft cancellation may be combined
with iterative processing to iteratively improve the soft
estimates.

« Rake Gaussian: This method was proposed ih |14] for
interleave-division multiple access. In this method, fo t
detection of symbokf(”) all other symbols are modeled
as Gaussian random variables. This includes the symbols
of all other users and all other symbols of the desired < Discrete Dist.

. () . & Mean and Variance
user, i.e.,{X, 'luzukzk- The mean and variance of the
Gaussian dlsm.b.u.tlon are_ computed from the .eXtrmSI'-qg. 3. Factor graph motivated representation of the Rakes&an method.
symbol probabilities obtained from demodulation and
decoding.

« Concurrent MAP (CMAP): This method was proposed
in [13] to improve upon the performance of the Rake
Gaussian method. In this method, MAP equalization of
each user’s signal is performed while all other user’s
signals are modeled as Gaussian random variables. Thus,
the complexity of the method (U - M%), that is, linear
in the number of users and exponential in the number of
channel taps.

Visual comparisons of the Rake Gaussian and CMAP al-
gorithms are given using factor graphs. The factor néde
from the example in Figl1 is used to represent the approx-
imations made by the Rake Gaussian and CMAP algorithms
when computing the message; o in Figs.[3 and[H4,
respectively. The single arrow represent messages camjain
discrete distributions and the double arrow represent agess
which _COI‘]t?.iﬂ a mean and variance based on a Gauss&ﬁﬁ 4. Factor graph motivated representation of the CMARhow As
approximation. shown, this factor is a slice of the overall graph to implem&mAP

The graphical models of FigEl 3 ahH 4 motivate a new aﬁqualization of user 1 while modeling the interference froser 2.
proach in which the distribution of weaker terms in the signa
component ofr, are modeled as Gaussian random variables.
Sum-product message passing is performed for the stronger
terms inr,,. This hybrid approach has a complexity determined
by the number of messages with discrete distributions and
maintains a single, connected graph. The graphical model fo
the hybrid approach is shown in Fig. 5 where symbdts x,
x(lz), and>é2) are the strongest componentrinfor users 1 and
2 (i.e., the power of the channel cfﬁeient|h|(“)|2 is strongest
for these terms). This model is motivated by common transmit
pulse shapes which contain the majority of their energyiwith
the center of the pulse and multipath channels which often
exhibit an exponential decay. A detailed description of the
algorithm is provided in the following section.

« Discrete Dist.
& Mean and Variance

« Discrete Dist.

V. ApPROXIMATE MAP DETECTION ALGORITHM & Mean and Variance

Consider a generic interference model (to represent intgr- . . .
. . .. Ig. 5. Factor graph motivated representation of the apprate MAP
symbol interference, co-channel interference, or botihicth  method developed in this work.

K signal componentg,, X, ..., Xk are received with channel



codficientshy, hy, . .., hk, respectively. The received signal is
given by

K
y=thxk+W
k=1

wherey represents one sample of a larger sequence of received
samples and the noiseis modeled as a circularly symmetric
complex Gaussian random variable with variancg The
factor associated with the received samplis given by

FER

K
F(yixe, .., %K) = CN(y; > ho, crz)
k=1

where the channel cfiicients and the noise power? are
assumed to be known.

The message from factor nodg to variable nodex is
denotedms .y . Similarly, the message from variable noxe

Single User
—%— Joint MAP (SSM)
—&— Joint MAP (FG)
—<— Approx MAP
—6— Concurrent MAP
—x— Soft IC
107 T T T |
-5 -4 -3 -2 -1 0 1 2 3 4 5
SNR (dB)

Fig. 6. FER comparison of the joint MAP state-space modein{JalAP

to factor nOd_efy 1S denOteankay' Acco_rdlng to the sum- (SSM)), the joint MAP fully connected factor graph (Joint RAFG)), the
product algorithm, the messagsg, .y, is given by proposed approximate MAP algorithm (Approx MAP), CMAP (Garrent
MAP), and soft interference cancellation (Soft IC) aldamits with SIR=0 dB.

My () = Y Fx, %) [ [y (). (12)

X\ X k#i

. - _ This algorithm is applied to the computation of the sum-
The proposed algorithm modifies the sum-product algorithgyoqyct messages at each of the detection factors in(Fig. 1.

computations as follows: The

complexity of the proposed algorithm for each factor is

« The mean and variance of the input messages are capfuL - M¥I*1) where|A| is the number of symbols included

puted according to in th

e setA. Thus, by choosing the size (1, the complexity

3 Z N (%) of the algorithm may be adjusted to match the computational
Fxe = X 1, (X capability of the receiver and performance requirements.

Xk

TR = ) 1M P, (6
Xk .
with

VI. NumericaL ResuLTs

We first simulate the performance for a scenario in line

the one considered irl_[12]: two user8 (= 2) each

for all k=1,. K , employing BPSK modulation = 2). ISl results from symbol
» For computation of the outgoing messagg_. (x), the  timing offsets between the users and a transmit pulse with a
remaining variables fok # i are sorted by their channely,-ation of four symbol periodsL(= 4). The selection of

codficient powerh/?. Let the setA index the variables

these parameters allows us to simulate the joint MAP detecto

associated with the strongest channelfoents. These ¢, the hurpose of comparison. The simulation parametess ar

variables remain a part of the local marginalization ag,n
given in [12). The number of variables in the s&twill
depend on the acceptable complexity in implementation.”
The indices of the weaker components are included in”
the set8 and the distributions of these variables are °
approximated by Gaussian random variables to eliminate
the marginalization over these variables. Let the vargble °
associated with setsl and 8 be given byxg and Xg,
respectively.

. The message is computed with the following approximate
sum-product computation:

The

marized as follows:

Code: ¥2-rate turbo code with 500 coded bits
Modulation: BPSK

Pulse: Square root raised cosine with= 4 and roll-df
factor 0.35

A relative time delay between the usersTof4 is chosen
whereT is the symbol period

A relative phase fiset between the channel ¢heients
of the users ofr/6 is chosen

. 15 iterations of message passing are performed

FER performance is shown in Fig]l 6 for the joint

M, (%) =Z f(ylxi,xy()l_[nxk_,fy(xk) MAP (with the SSM and fully connected factor graphs),

X keA the
where

proposed novel approach, CMAP, and soft interference

cancellation algorithms. The approximate MAP algorithm is

implemented with|A| = 3. Thus, the proposed approximate
f(yIx, Xa) = MAP algorithm and the CMAP algorithm have the same order

of complexity (per iteration). The performance of the fully
CN(Y: hix + Z hixi + Z hipy , 0% + Z |hl|20'>2q)- (13) connected factor graph demonstrates a loss of about 0.5 dB

keA leB leB

compared to the SSM factor graph. The proposed approximate
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8. FER of the proposed and CMAP algorithms with respethé number

Both signals are detected, and the FER of the desired sigrgtiawn. Ten of iterations performed. The SIR is -4 dB.

iterations of the receiver are performed.

MAP algorithm is based on the fully connected graph an?l]
we observe that it achieves nearly identical performance to
the receiver which uses exact sum-product computations. At
a FER of 10° the proposed approximate MAP approach[2
and Concurrent MAP approach demonstrate losses of 0.5 dB
and 1.5 dB, respectively, compared to joint MAP detections3]
based on the SSM. We observe that the Soft IC method
becomes limited by interference as signal-to-noise r@&mR) [4]
increases.

We also consider a 2-user scenario with QPSK modulatioE
with a 4-tap multipath channel. The average power in eac
multipath component is given by @4 0.237,0.087,0.032].

In Fig.[d the FER of the proposed approximate MAP algo—[G]
rithm and the CMAP algorithm is shown. Both SNR and
signal-to-interference ratio (SIR) are computed with eztp [7]
to the instantaneous power in the multipath channel. The
most significant improvement in FER is achieved by the
proposed approximate MAP algorithm when the signals havél
similar power levels £3 < SIR < 3 dB) and the SNR
is high. In Fig.[8, the FER is shown with respect to thejg]
number of iterations where we observe that the proposed
algorithm converges 1-2 iterations faster than CMAP. Thug,
for |A|l = L-1, the proposed algorithm reduces computational
complexity by 20-40% due to faster convergence. [11]

[12]

VII. ConcLusioN

[13]

In this paper, an algorithm is developed which approximates
joint MAP detection and equalization in co-channel interfe
ence. The approximate MAP algorithm is based on a full>1/4]
connected factor graph of the joint probability distrilounti
The algorithm was shown to operate within 0.5 dB of thg>l
joint MAP state-space model receiver where the degradation
performance was due to the associated factor graph model. f1d)
ditionally, the proposed algorithm both improves perfonce
and reduces complexity when compared to the state-ofthe-a
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