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Abstract—The proliferation of Social Network Sites (SNSs)
has greatly reformed the way of information dissemination,but
also provided a new venue for hosts with impure motivations d
disseminate malicious information. Social trust is the basis for
information dissemination in SNSs. Malicious nodes judi@usly
and dynamically make the balance between maintaining its sial
trust and selfishly maximizing its malicious gain over a longime-
span. Studying the optimal response strategies for each niaious
node could assist to design the best system maneuver so
to achieve the targeted level of overall malicious activiéis. In
this paper, we propose an interaction-based social trust noel,
and formulate the maximization of long-term malicious gairs
of multiple competing nodes as a non-cooperative differerml
game. Through rigorous analysis, optimal response stratégs are
identified and the best system maneuver mechanism is preseuat
Extensive numerical studies further verify the analytical results.

I. INTRODUCTION

e.g, obtaining malicious gain through negative interactions
while accumulating better trust by positive interactioms f
larger malicious gain later.

It is desirable to understand the malicious host’s besbacti
strategy towards this tradeoff, and to accordingly propose
optimal system maneuver mechanism for the social trust
management so as to confine the malicious activities in the

a%ystem. However, it is non-trivial to find the optimal balanc
between positive and negative interactions so as to magimiz
the long term malicious gain: how can we quantify the impact
of an action on the future malicious gains and judiciously
conduct positive/negative actions dynamically?

The difficulty further escalates when we practically extend
the problem of optimizing the malicious gain at one indiatlu
user to the picture of interplays among multiple malicious
users, who compete for the social trusg,, interaction densi-
ties with other normal users, in order to selfishly maximize

We have witnessed the prevailing useage of Social Netwdheir own influence in information dissemination and thus

Sites (SNSs), including Facebook, Twitter and Google+,

fonalicious gains. Each action taken by an individual user

the information sharing among users on their personal pagé$ have an impact on the potential gain of other malicious

and the interaction with friends or followeils| [1]. While S8iSusers and vice versa. The following questions should be
provide excellent platforms for information disseminatioanswered: how to evaluate the impact of an action on one’s
among millions of user$[2], they also attract hosts withimgp own and others’ malicious gains in the future; what is the bes

motivations to exploit their massive influence for maligoustrategy for each malicious user to dynamically adjusthieis/

activities, such as spam, click fraud, identity theft angspimg

[8]

tion is primarily dependent on theocial trustamong users

positive/negative interactions in this competition?
Each user can be viewed as a node in the online social net-

Unique feature of SNSs is that the information disseminavork. Our objective is to study the optimal response stiateg
, of the malicious nodes in both single-node case and muitiple

[4], e.g, a user’s post is more likely to be reposted by his/h&ode case, respectively, such that we could find a bettegrsyst
followers instead of others with no social tie. As a resuie t maneuver accordingly in order to manage the trust evaluatio

one-time gain from a malicious action is positively relaigth

and control the malicious activities. We propose an intioae

the social trust of the malicious useg., the higher the social basedsocial trustevaluation model, and formulate the single-
trust is, the more users will be influenced by the maliciouwde case as an optimal control problem and the competition

action.
The social trust of a user reflects the confidence that

among multiple nodes as a non-cooperative differentialggam
thigrough rigorous analysis, we solve the optimal response

user will behave in an expected way, and can be evaluagithtegies for each node in both cases, on the basis of which

by his/her frequency of non-malicious interactions witheat

we identify the best system maneuver mechanism given any

users [[4]. A positive interactione.g, posing a trustworthy targeted level of overall malicious activities.

news, will improve the social trust of the user leading tgéar

The main contributions of this paper can be summarized as

influence for information dissemination, while a negativéollows.

interaction, e.g, maliciously spreading a rumor, will result

We investigatesocial trustand its impact on the malicious

in a degradation in the trust and hurting his/her potentfal o
information dissemination in the future. Hence, for a nmalis .
user aiming to maximize his/her overall personal benefits ov

a long time span, a tradeoff should be made between dynami-
cally conducting positive and negative interactions witiens,

information dissemination in SNSs.

We propose a general framework to model $beial trust
using the frequency of interactions in the SNSs. Based on
this model, we gain the insight for the administrators of
SNSs to control the overall malicious activity.
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« Through rigorous analysis, we identify the best response TABLE I Important notations.
strategies for each node in both the single-node optimal [ a;(f) | rate of posting trustable information from
control problem and the multiple-node differential game. | Bi(t) | rate of posting malicious information frorm
Best system maneuver strategies are presented for each (%) gaaion of online users who are interacting witit
case, so as to maintain the overall malicious activities at [~z the evolving rate ofr; at each fime point
any given level. Tio initial value of thex;

« Extensive numerical studies further verify our analytical | £i() | long-term profit gain of from negative activities

Its in diff tial t ti C;1(-) | long-term cost for positive activities af
results in diirerential system settings. Ci2(-) | long-term cost for negative activities of

The rest of the paper is organized as follows. We highlight | «—i(¢) | action profile of positive activities for all players
the related work in Sectioilll. In Secti¢nllV, we present our 15—y z’éggﬁuprome ST TegATe TS Tor Al Flayais
model on the social trust and the threats from malicious sode excepti
We solve the multiple-node differential game for both stati
and dynamic cases in SectiénllV. Numerical studies und&r Social trust
different system settings are presented in Sedfibn V. Kinal
Section V] concludes the paper.

As a measurement of the confidence that an entity will
behave in an expected way, trust moves to the center of data
dissemination in SNSs. To build a trust community where
[l. RELATED WORK users provide healthy information and feel free to sharé wit
each other, an effective and convenient trust system isnestju

The interactions between a pair of users provides a natural

As an emerging research topic, social trust in social netray to assess oneswcial trust]4]. Users with high social trust
works has been extensively discussed[ih [4] and referencaw more attention from others and involve high frequency
therein. The application of trust frameworks and systenu$ positive interaction with their neighbors, whereas ursted
in social networks involves defending malicious actidfie nodes get little attention and have limited influence of data
especially the spamming[5][[6]][7]. As mentioned inl [5]dissemination over the SNSs. Current SNSs offer features to
the behaviors of spammers are getting stealthy to evaddlect one’s social trust level based on users’ reactionhen
from existing detection techniques. Yaeg al. [6] state that posted informationg.g, Facebook users normally click “like”
malicious hosts can dilute their vicious posts and raise tbe “share” if they are in a comfortable interaction and they
opportunities to survive through mixing normal contenthwitcould choose to report a spam if they feel offended by the
malicious content. To effectively eliminate the threatnfro content.
spammers, Wangt al. [[7] design an trust based collaborative In this paper, we use a general model to characterize
spam mitigation system. one’s social trust to the rest of the social network. [Dét
denote the total number of users in the social network. Let
X;(t) denote the number of users that trust nadat time
t, which is a random variable in general. We model the

As a technique that naturally supports modeling decisiorecial trust of nodei at asz;(t) = E(X;(¢)/N), which
making for multiple agents, game theory has been extensivelolves over time. Its dynamics is determined by its initial
applied in security area. Het al. [8] and Fenget al. [9], value z;0 € [0,1], which is a constant, and its actions
[10] propose dynamic game models to analyze the interplap disseminating trustable/malicous information as dised
among attacker, defender and insider. Ogtial.[L1] combine below. Alternatively, we can consides(¢) as the fraction of
the epidemic model with game theory in order to deriveodes that interact with nodgassuming a node only interacts
the optimal protection mechanism against infection, wagrewith the set of nodes that it trusts).

Zhu et al. [12] utilize differential games to analyze the
infection process. ) )
To the best of our knowledge, our work is the first in literB- Dynamics of Social Trust

ature as the application of game theory for online sociattfru A malicious node delivers malicious content to as many
and presents provably optimal system maneuver mechaniggers as possible for a profit. However, it does not target at a
for SNSs. one-time profit from disseminating the malicious inforroati
Instead, it tries to persistently make profits over a longetim
. SOCIAL TRUST AND THREAT MODEL span by contiquously sp_reading malicio_us inforr_nation. As
discussed previously, social trust determines the infleasfc
In this section, we first define theocial trustin social the information on the SNSs. Hence, a malicious node does not
networks and its dynamics based on the mutpakitive consistently provide pure baleful content to avoid dintiitig
interactions Next, we formulate the threats from maliciousts social trust and its information influence for later roadus
nodes, and discuss the problem models for optimal tradegfftions. Instead, it moves stealthily by mixing good conhten
between positive and negative interactions. Importarati@mis with malicious content. It can either mix both type of coriten
are summarized in Tablé I. into one post or by posting these two in separate cldiins [5] [6
By doing so, it maintains an acceptable level of social frust

A. Social Trust and Trust Management

B. Game Theory in Cybersecurity



and makes a balance between its instantaneous malicious gaincept so as to characterize the upper bound exists ors user’
of current action and its future profits. interaction rate.

Definition 1 (Budget of interaction)Budget of interaction
is a constrained rate of a user that quantifies all kinds of its
positive actions, which exclusively happen in continudoeet
at a social network site.

That is to say, malicious nodes have to compete with each
other to gain social trust from their potential victims irder
to maximize their individual profits.

Given n competing malicious nodes:(> 1) in a online
social network, we assume that the sum of their social trust
should be upper-bounded by the total interactions in thizeent
tetwork which is normalized to 1. That is,

Single malicious node:Let us first consider the case of a
single malicious node. Consider a malicious nedeat posts
some content(t) at time ¢t. We model the impact of the
content on the dynamics of social trust of nadey a pair of
transition probabilities. Lep; (¢(t),d) denote the probability
that a node distrusting at time ¢ becomes trusting at time
t + o0 after the content is posted for a small time peribd
which depends on both the content posted an&imilarly,
let p2(c(t),d) denote the probability that a node trustingt
timet becomes distrustingat time¢+4. Intuitively, p; models
the negative influence of malicious content through direc
interaction with node, andp, models the positive influence sz <1. (4)

of benign content that propagates indirectly, e.g., thhoug ‘

the “word-of-mouth” effect. In both cases, the influence is Different from the previous single-node case, the dynamics
assumed to be independent across nodes. It follows that of nodei’s social trust should consider the joint actions of all

E(Xi(t+6) — Xi(1)| Xi(1)) (c(t), ) (N — X:(8) the malicious nodes and be formulated as follows,
i — A i = p1(c(t), - X; . o - B

— palc(t),0)Xi(t), (1) Zi(t) =, (t)(1 — z(t)) J;Zozj( Vo (t) — Bi(H)i(t),
Taking the expectation (with respect 16;(¢)) of both sides,  ;(0) =z (5)

we have whereq; (t)(1—x;(t)) and 5;(¢t)x;(t) have the same meaning
2i(t+6) — 24(t) = p1(c(t), 6)(1 — 24(t)) — palc(t), &)zi(t). 3S that in its counterpart with single malicious node; whi]e
) de ; 0 (t)z;(t) denotes the accumulated loss rate of social
trust, that is obtained by other malicious nodes, j € —i,
Dividing both sides bys and lettingé — 0, we obtain the who post trustable information and attract the share that is

following dynamics of social trust of node originally positively interacting with nodé Above derivative
dzi (1) equation captures the effect of "word-of-mouth” and diftus
Zi(t) = (;t =a;(t)(1 —z;(t)) — Bi(t)xi(t), (3) progress, which are often used for advertising and maretin

in economics field[[14].
We can find from Eqn[{4) and Eqii] (5) that, each malicious

wherea; (t) = limg_y¢ 22 (c(t) ) andB;(t) = limg_yo 2 (c((;t),é) node has to compete with each other for higher social trust,

which are assumed to exist. Instead of modeling the dethils¥hich leads to higher profit gain accordingly to Ed. (6).
p1 andps, we considefa;(t), 5; as the strategy of node . .
in this work. We note fhat( t)he d(|f)f)erent|al equatl?))rll is iritre C. Payoff and Cost Functions for Malicious Nodes

by itself. In particulara;(¢)(1 — 2;(t)) can be viewed as the The instantaneous malicious profit of nodet timet should
social trust gained by posting trustable information thas h Pe proportional to its malicious activity rate(t) and its social
positive response fromh—z;(t) (the share that is originally not {rustz; (t), i.e, the amount of interactions could be influenced.
positively interacting with nod#); while 3;(t)z; (t) reflects the Hence, the long-term profit gaiff; for node: is defined as
loss of social trust because of disseminating maliciousertn follows,

z;(0) = z0,

to x;(t) (the share that is originally positively interacting with o1 /7T
nodei). To simplify the description, we normalize; (¢) and b= fm T/O pifi(t)i(t)dt, ©
Bi(t) so thatay(t) + B;(t) = 1. wherep; is the unit malicious profit for nodg with a positive

Multiple malicious nodes: Next, we consider the coexistenceconstant value.
of multiple malicious nodes in the SNSs and the competition However, every activity comes with an operational cost.
among them. As mentioned previously, social trust can [B®th positive activitya;(t) and negative activitys;(t) con-
viewed as the frequency of interactions among users. Insame money in manpower at the malicious node. As com-
continuous-time environment as in real-life applicatioas monly applied in literature[[12][[14](T15] , we utilize the
content viewer in SNSs only involves in an effective interagjuadratic cost function to capture the instantaneous tpeet
tion with one content provider at one time point. For insenccosts. The long-term costs for positive activitigs;; and
a user cannot click “like” for two separate posts conculyeatt negative activities(;o, are evaluated as follows,
exactly the same time. Moreover, each online user has a limit 1 /T

giov; (t)dt,

budget of attentioms suggested in [13]. The notion budget of Ci = T11—1>r<1>o T

()
attention quantifies the constraint on one’s frequency iy LT

content from the nelghbo_rg. Since attention is the fouondati Cio = lim _/ riB2(t)dt, (8)
and the necessary condition for interaction, we extend the T—oo T



whereg; andr; are the unit cost of providing trustable contenéquilibrium solution if and only if, all following inequales
and the unit penalty for each malicious activity, respetyiv are satisfied

pi» q; andr; are all positive. § . )
To sum up, the net profit for malicious nodés JUAL(E), s o (1) = J1(D1(F), .., D1, (1)),

P, = Ci = Cia. 9) . . . .
Jﬂ(¢z (t)a ) ¢n(t)) > Jn(¢1 (t)v ) ¢n(t))

_In the case of multiple malicious nodes, each of the mali- Note that it is unrealistic for a malicious node to reveal
cious nodes acts independently and selfishly to maximize {§ state to the competitors as the game evolves. Therefore,
individual net profit as defined in Eqril(9). we consider the open-loop information structure in the game

which means that the players do not acquire further informa-

tion except the common knowledge of the state vector aginiti
D. System Maneuver time ¢ = 0 [15].

The objective of this paper is to find the optimal system
maneuver mechanisme., configuration of the system param-A. Static Case

eters, in order to control the overall malicious activitythim We first analyze the static scenario of multiple competing
the targeted level. malicious nodes, where the activity variables of all malirs
The overall malicious activity is defined asf)(¢) for the nodes,i.e, a;(t) and j;(t) remain unchanged during the
single-node case; and i}y, ,, Ai(t) for the multiple-node runtime of the game. The goal of each malicious node is to
case, wherp;(t) has converged to its optimal strategy. maximize the individual net profit through choosing its oy
As for the system administrator, it can adjust the value;pf action before the game starts. Based on the definition of its
which could be the unit penalty for malicious activities afde net profit as in Eqn.[{9) and the dynamics of its social trust
i, at the start of the system so as to achieve its targeted lesglin Eqn. [(B), we can have the optimal control problem as
of overall malicious activity. Note that; andg; are constants follows (for simplicity, we denotev;(t) and 3;(t) as«; and
that are only related with the malicious node’s setting whil3; since they are time-invariant in this subsection),
not controllable by the system administrator.

1 T
max Ji(Oéi, Oé_i) = lim —/ pi(l — ai)xi(t) — Ti(l — Oéi)2
0

T—oo T

IV. SocIAL TRUST GAMES — qiafdt (11)

In this section, we study the competition among multi-S-t. & = o — z;(t) = Y ajwi(t), i(0) =0,  (12)
ple malicious nodes and identify the best response strategy jE€—i

for each node. The competition is formulated into a non- a; €0,1]

cooperative differential gamé[15] that is continuouslsyed where we have used the fact that+ 5; — 1.

among nodes. Note that the optimal control problem for theWe obtain the fraction of users who involves positive

single malicious npde setting can be_easny der_|ved from.ﬂimteraction with the malicious nodein the SNS at timet
game result and its result is given in our online technic

report [16], since it can be viewed as a degenerate case orPUQh solving the ODE Eqri_{1.2).

the differential game. i (t) =e~ (I 2je—i )ty (13)
For each malicious nodec {1,2,...,n}, it solves a profit- n Q; (1- 67(1+Zj67iocj)t)
maximization problem in the game as follows, 1+ Zje_i Q;
Substituting the above;, () into the profit-maximization
max J;(a;(t), Bi(t), a—;(t), B_qi(t . .
(ei(?) f()Ta (8), 8-4()) problem as defined in Eqn[{(11) and Eqh.J](12) , we can
_ Thm T/ PiBi(O)ai(t) — qio2(t) — riB2(t)dt simplify the problem into,
oo 0 (1 — v evs
(10) max pill —aiJai ri(1 — a;)? — gia? (14)
1+ lee—i Qi

JE—1
z;(0) = 0, a;(t),Bi(t) € [0,1], au(t) + Bi(t) =1, We can derive the best response of the malicious ridue
analyzing the structure of Eqri._{14) and the proof is given in
We denote®(t) = {a(t),a—i(t); Bi(t),5—i(t)} as the our online technical report [16].
strategy profile, wherga_;(t), 5_(t)} is the action set of  Proposition 1: For the static case of multiple competing

malicious nodes other than ¢;(t) = {a;(t), 3:(t)} consti- malicious nodes, the best response for the malicious ripde
tutes the strategy af Our objective is to derive thepen-loop wherei = 1, ..., n is given by

Nash Equilibrium (NE) defined as follows. (1Y ay)
Definition 2:Consider the game described by Eqnl (16). The of = bi ‘ je—i J (15)
strategy profiled*(t) = {¢}(t), ..., #* (t)} constitutes a Nash 2lpi + i + 70+ (g0 +7i) Xjei

st «a; €10,1]




Theorem 1:There exists a Nash equilibrium for the static Theorem 2:The best response of malicious nodat the
social trust game. open-loop equilibrium is given by
Proof: Let B;(a—;) = af : [0,1] — [0,1] be the best
A i 1 i +2ri(L+ ) e o(t
response function of. The action set [0, 1] is compact and o (t) = P ril Zﬂe % (1)
convex. Also, the best response functiBpis continuous over 20pi+qi+ri+ (G + 1) 2y (1))

[0, 1]. Thus, there exists a fixed point that satisfies the ggua Remark 1: In the steadv status. the optimal dvnamic control
af = B;(a}) based on Brouwer’s fixed point theorem[17] ) y S, Pt ynam!

4 L . . ) coincides with the static solution for the single malicioesle
Since a NE satisfies the fixed point equation, we prove tgstting 0@=1)

existence of NE.

(18)

Remark 2: For n non-cooperative malicious nodes, we are
_ able to getn best responses in steady status separately. Thus,
B. Dynamic Case we haven simultaneous equations with unknown variables.
In this subsection, we analyze the dynamic case for tMeis trivial to obtain explicit solutions in some cases gin
game among multiple malicious nodes. The general term @falytical or numerical techniques.
dynamics has been described in Edn. (5). For each maliciougo bound our analysis in a controllable scope, we take the
nodei € {1,2,...,n}, it solves a profit-maximization problemsituation of two symmetric players as a simple illustration
in the game as follows (using the fact thatt) + 3;(t) = 1), The symmetric means that the payoff and the cost factors are
e same for two players. We simply denote thempag and r
max Jy(as,acs) = Jim o [ pll - ai®)mi(®) - qial(p) 1OSPECE@OY. | N
T—oo T' Jo Corollary 1: Consider two symmetric competing malicious
—ri(1 —a;(t))?(t)dt (16) nodes exist in the SNS, the optimal system maneuver is given

St (1) = ault) —mi(t) = 3 ay(B)ie), by 1
2(0) = 20, ou(t) € 0.1], P =P+ aB-28(1))° - 1Gp+aq),  (19)

We follow the procedure in[[18] to look for the open-loopWhere ﬂ(.t) 'S Fh_e control OT malicious behavior from two
- symmetric malicious nodes in steady status.
Nash equilibrium.

Lemma 1:For the dynamic case of multiple competing Proof: From Theorem[{2), we know that

malicious nodes, the best response of the malicious nod 1 V(p+q)(Bp+q+4r)
. i () = BF(t) = B¥(t) = =(3 — .
i=1,..,n) is given by E() g =551 = 3 2(p+q) )
i} % Ni(t) > pix(t) — 2, 17 which can be used to derive the system maneuvér). ®
a; (t) = 0 otherwise. (17) We can further obtain the following corollary for general
situations.

Proof: To obtain the best response of each malicious corollary 2: Consider the game among two non-cooperative
nodes, we solve an optimal control problem foir he Hamil- playersi and j. At the open-loop equilibrium, the best re-

tonian function ofi is denoted by/; as: sponse function of is negatively sloped for alp;,¢; and

Hi(owo, 1) = M(Ou(0) (1) = 3 o(0ma(r)) i < (hoc In absolute value, the slope s everywhere

jE—i :
Proof: The slope of best response function at the open-
il = oa(t)ai(t) — g (1) = ri1 = ei)*(1) loop equilibrium is given by
where ), (t) is the co-state variable attachedatg(t). day Ari(qi + i) + pi(qs + 3r4)
We apply the Pontryagin maximum principle to derive the C —2(p‘ (@ + )1 +a;)?) 0.
J J % % J

best response af

o (t) = argmax{Hi (Oéi (t), a_; (t), X (t), i (t))}

K2

The state space is compact and convex. Al$pjs concavity V. NUMERICAL STUDY

and differentiable with respect to contrej(¢). We then obtain ~ In this section, we illustrate the results with numerical
the best response Edn.]17 by solvi%& = 0. m examples. We build our simulation on Matlab platform with
At each time instance, we are able to solve for explicivp4c toolbox.

value of a(t) through numerical approach from following Suppose there is an existing malicious node that has already
Pontryagin necessary conditions reached its steady state. Now we introduce another homoge-

O O . nous malicious node with identical configurations with the
— =0, ——=—l=\. existing node. Lep = 0.4,¢q = 0.2, = 0.2 for both nodes.
da; Oz From Fig.[I(d), we can observe that the player | deviates
We can now acquire the open-loop NE in steady staté®m its previously steady staté.5 and its x(t) begins
from Pontryagin necessary conditions (see our online ieahn decreasing, meanwhile;;(¢) of player Il starts from 0 and
report [16] for the proof). increases until finally converging to the steady positiohicl
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