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Abstract—In this work, we ask two questions: 1. Can we
predict the type of community interested in a news article using
only features from the article content? and 2. How well do
these models generalize over time? To answer these questions,
we compute well-studied content-based features on over 60K
news articles from 4 communities on reddit.com. We train and
test models over three different time periods between 2015 and
2017 to demonstrate which features degrade in performance
the most due to concept drift. Our models can classify news
articles into communities with high accuracy, ranging from 0.81
ROC AUC to 1.0 ROC AUC. However, while we can predict
the community-specific popularity of news articles with high
accuracy, practitioners should approach these models carefully.
Predictions are both community-pair dependent and feature
group dependent. Moreover, these feature groups generalize
over time differently, with some only degrading slightly over
time, but others degrading greatly. Therefore, we recommend
that community-interest predictions are done in a hierarchical
structure, where multiple binary classifiers can be used to
separate community pairs, rather than a traditional multi-class
model. Second, these models should be retrained over time based
on accuracy goals and the availability of training data.

Index Terms—news, news engagement, online communities,
machine learning, cold-start, concept drift, content features

I. INTRODUCTION

Understanding community engagement ranges from impor-
tant to crucial in a wide range of military missions. However,
doing so in a meaningful and automated way has and continues
to be an extremely challenging problem. The military must
be aware of micro cultural issues and how populations will
react to current events. Provided with this understanding, the
military can adapt and spend resources on areas most crucial to
tipping population sentiment in our favor. We look to augment
the work of anthropologists and sociologists by automating the
understanding of distinct communities. To this end, we use
Reddit, as an initial source of micro-communities, to detect
how communities will react to events as reported by national
and local media. Specifically, we ask the question: Q1: Can
we predict the type of community interested in a news article
using only features from the article content? Prior work has
built models to predict general popularity, both with cold-
starts (i.e. based only on message content, before the spread
of information) [1, 2] and warm-starts (i.e. based on early
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popularity) [12, 13, 23], however, there has been little work
in predicting community-specific popularity of a news article.

In this work, we approach the problem by building and
validating cold-start machine learning models to classify the
community of interest among 4 distinct news communities on
Reddit. We use well-studied content-based features, used in
previous studies for news credibility [7] and news popular-
ity [2]. Further, we examine models using intuitive feature
groups to better understand what signals predict best and how
they differ between these communities.

One of the many challenges with predicting human activities
is the constant evolution of behavior. This often creates a
moving target for machine learning models, which can be
complex and hard to control for. The problem we address
in this paper has many naturally evolving parts: the news
cycle, the political climate of a region, and the community
preferences. Thus, to explore concept drift in community-
specific popularity prediction, we ask a secondary question:
Q2: How well do these models generalize over time? To
answer this, we gather Reddit news community data from a 3
year time period and emulate a machine learning model that
has not been retrained for 2 years. This analysis is done for
each feature group to show which features generalize better
over time.

Lastly, this work builds a foundation for several important
future works, particularly in a military setting. Since this work
focuses on community-specific popular, rather than general
popularity, it relates to better understanding targeted or mali-
cious media coverage, where news articles or blogs are written
with the intention of provoking certain communities. One of
the objectives of our research is to eventually be able to
detect such types of non-traditional attacks. Furthermore, the
techniques explored in this work can be extended to many
more types of communities, whether those are on different
media platforms or centered in different countries.

Our results show that we can predict the community-specific
popularity of news articles with high accuracy, but practition-
ers should approach these models carefully. While our models
can predict community interest with close to 100% accuracy,
these predictions are both community-pair dependent and
feature dependent. In addition, these feature groups generalize
over time differently, with some only degrading slightly over
2 years, but others becoming useless. Hence, we make two



recommendations: 1. Community-interest predictions should
be done with a hierarchical model, where multiple feature-
filtered binary classifiers can be used to separate community-
interest pairs, rather than a traditional multi-class model, 2.
These models should be retrained over time based on the
application’s accuracy goals and the availability of data.

II. RELATED WORK

There are many prior works on general news popularity. The
majority of these works use and develop content-based features
to capture popularity, such as headline features [20, 22] or
body content [5]. However, others have based predictions
on other signals such as users comments [24] and early
popularity [12, 13, 23]. Even more general, there is a large
body of work on content popularity prediction, not focused on
news articles. These works include predicting the popularity
of comments on Reddit [6, 10], predicting the popularity of
tweets or hashtags on Twitter [16, 26], and predicting the
popularity of videos [14, 23].

While news popularity has been studied extensively,
community-specific popularity has not. The only prior work
attempting to predict community-specific interest is in [7], in
which a simple content based model is deployed on a 3 month
Reddit data set, achieving 77% accuracy. We hope to both
improve upon this model and gain a better understanding of
what signals generalize well over time.

III. DATA

In order to address the problem of community-specific
popularity, we will use data from a set of news communities
on reddit.com. Reddit is a social news-aggregation platform
made up of interest-based communities called subreddits. Each
subreddit has subscribers who can post urls to news articles,
comment on posts, and vote for a post, which roughly deter-
mines its placement on the page. Further, each subreddit has a
moderation team that ensures content meets the community’s
standards. These standards can vary widely, from requiring
informative news to news of a specific view point. This clear
structure and diversity of news-based communities provides an
ideal setting to explore community-specific interest in news.
While this problem can be thought of more generally (not
only Reddit communities) and need not be focused on country
specific news communities, we use this data set to provide a
clear testing bed for our methods. Further, Reddit is a widely
used platform, ranking 6th in global popularity according to
alexa.com in 2018. Reddit has also been shown useful in
other prediction tasks, such as ranking popular comments in
discussions [6] and general popularity studies [4, 11, 25].

In this study, we use 4 distinct subreddits: a general news
community, a conspiracy news community, and two hyper-
partisan news communities. We will call these communities
mainstream, conspiracy, bias1, and bias2, respectively. A
description of each community can be found in Table I.
It is clear that these communities capture diverse types of
news in terms of both view point and reliability. Specifically,
we expect conspiracy to contain questionable/unconfirmed

(conspiracy-theory) news, while both bias1 and bias2 contain
news from two extreme view points (opposite viewpoints).
These 3 communities contrast with mainstream, which seeks
to curate factual/non-opinion based news.

To construct this data set, we first collect posts from each
community on Reddit for 3 months in 2017 using the Reddit
API1. This collection includes the news article url, the post
time, the post score (based on community members votes),
and the number of comments on the post. Using the post urls,
we run a generic news article scraper, used in [7], to extract
article title, body text, and source. We remove any post that has
a score of 0 or less, as this means community members have
disapproved of the article being posted, which is indicated by
“downvoting” the post to a score of 0.

In addition to this primary data set, for a secondary test
of our models over time, we collect and scrape news articles
from posts in mainstream and conspiracy during 3 months in
2016 and 3 months in 2015. We choose these two communities
for this supplementary test as they both have rich data dating
back over 10 years, where as bias1 and bias2 are younger
communities.

In total, we analyze over 60K articles across 4 communities.
To further illustrate the diversity of these communities, we
compute the overlap of news articles posted (Table II), news
sources posted (Table III), and named entities mentioned in
news articles (Table IV). Specifically, news article overlap
is the percent of identical news article posted in a pair of
communities, where news source overlap is the percent of
articles posted that come from the same source in a pair of
communities. Similarly, named entity overlap is the percent
of articles that mention the same person, place, or group
between a pair of communities. Details about our named
entity extraction processes can be found in Section IV. This
meta-data shows the largest overlap in news articles is 0.58%
between mainstream and bias2, the largest overlap in sources
is 14.1% between conspiracy and bias2, and the largest overlap
in named entities mentioned is 14.0% between bias1, bias2,
and conspiracy. Overall, we see very little similarity between
all 4 communities, illustrating a natural separation between the
types of news shared in each.

IV. FEATURES

In order to capture differences in the news read by each
community, we compute 7 groups of features, all of which can
be extracted from a news article alone. These feature groups
are inspired by the techniques used in [7], in addition to, news
popularity literature [2]. In [7], a similar set of features is used
to predict both the reliability of news and the bias of news with
very high accuracy. We expect tight-knit online communities
to have preferences that parallel these news article classes to
some degree, demonstrating the potential usefulness of these
content feature groups. These feature groups are as follows:

Style features are built to capture the overall writing style
and structure in a news article. These features include Parts-
of-Speech (POS) [15], punctuation, use of all capitalized

1https://goo.gl/qe2xpJ
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Community Description
mainstream News community that does not allow opinion-based articles or articles that do not properly report a story. (Generally reliable news stories)
conspiracy Conspiracy theory community that does not censor posts and encourages news about unconfirmed hypotheses. (Questionable news stories)

bias1 News community that is focused on stories from one political viewpoint, that may or may not be misleading (Hyper-partisan news stories)
bias2 News community that is focused on stories from one political viewpoint, opposite of bias1 (Hyper-partisan news stories)

TABLE I: Description of communities used in study.

mainstream conspiracy bias1 bias2
mainstream 100% 0.19% 0.56% 0.58%
conspiracy 0.19% 100% 0.53% 0.25%

bias1 0.56% 0.53% 100% 0.37%
bias2 0.58% 0.25% 0.37% 100%

TABLE II: Percentage of news article overlap in 2017
data set

mainstream conspiracy bias1 bias2
mainstream 100% 6.5% 10.8% 9.6%
conspiracy 6.5% 100% 13.6% 14.1%

bias1 10.8% 13.6% 100% 13.7%
bias2 9.6% 14.1% 13.7% 100%

TABLE III: Percentage of news source overlap in 2017
data set

words, use of quotes, use of past, present, or future tense,
quantification words [19], and swear words. In total this
feature group contains 45 features which are compute on the
body text and title text of the news article independently.

Complexity features capture the complexity of writing in a
news article. These features include lexical diversity, reading
grade complexity, number of stop words, average word length,
and the length of news article. In total this feature group
contains 7 features which are compute on the body text and
title text of the news article independently.

Bias features capture how opinionated or one-sided a news
story is. These features include bias word count [17, 21],
number of hedges (i.e. could, maybe, possibly, etc.) [17, 21],
number of factives (a verb, adjective, or noun phrase presup-
posing the truth of a sentence), number of implicatives (i.e.
manage to, failed to, etc.), certainty/tentativeness [19], and
subjectivity [8]. In total this feature group contains 11 features
which are compute on the body text and title text of the news
article independently.

Named Entity features capture who and what is being
talked about in a news article. Specifically, we extract the most
frequently mentioned named entity from each news article and
encode it into a unique number. Examples of named entities
include: Steven Hawking (person), Middle East (place), ISIS
(group), and Illuminati (group). Named entity extraction is
done using Python NLTK [15].

Sentiment features capture the emotion and affect in a news
article. These features include positive emotion words [9, 19],
negative emotion words, neutral emotion words, words that
indicate anger, words that indicate assent [19], and the strength
of those words [21]. In total this feature group contains 16
features which are compute on the body text and title text of

mainstream conspiracy bias1 bias2
mainstream 100% 6.5% 11.8% 9.6%
conspiracy 6.5% 100% 14% 14%

bias1 11.8% 14% 100% 13.6%
bias2 9.6% 14% 13.6% 100%

TABLE IV: Percentage of most frequent named entity
mentioned overlap in 2017 data set

the news article independently.
Entity Slant is a combination of our sentiment feature

group and entity feature group. This is a simple method
of capturing the affect towards a named entity in a news
article. While this feature could be much more granular, such
as being computed per sentence rather than per article, it
should capture the relative slant towards or against the most
frequently mentioned entity. In total this feature group contains
17 features.

Source simply captures what news sources a community
prefers to read. To do this, we build a source encoding
dictionary that assigns a unique number to each source. If two
communities read from mutually exclusive sets of sources, this
feature will completely separate the communities.

V. MACHINE LEARNING MODELS

Using these feature groups, we implement several well-
known machine learning algorithms to test which features
are best for prediction. Specifically, we use linear-kernel
Support Vector Machines (SVM) and Random Forest (RF)
classifiers. Each algorithm’s hyper-parameters are tuned using
10-fold cross validation. Further, each model is trained using
balanced class weights. The classes are natural imbalanced due
to varying posting behavior in each community. While this
imbalance is not very extreme, it is best practice to train with
balanced classes. This balance could also be achieved using
minor-class oversampling or SMOTE balancing, which is a
synthetic data point technique. These techniques are typically
used when the imbalance in classes is extreme. All algorithms
are implemented using Python Sci-kit Learn [18].

VI. RESULTS

First, we examine how well each of our models perform
on the 2017 data set. Due to limited space, we only show
results for our Random Forest models. However, we found
very similar results using linear-kernel SVMs. In addition, we
try various thresholds of popularity using both the voting score
and the number of comments (for example, training on the top
20% of articles by score, top 30% by score, etc.), but find little
difference in performance. In fact, we find that when we use
all posts, with the exception of posts with a score of 0, our
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TABLE V: Confusion Matrix of ROC curves for each Random Forest model. Each cell in the table contains the ROC curves
(and AUC) of each feature group for classifying news articles into the respective communities. For example, row 1, column
1 contains the ROC graph for classifying news articles between mainstream and conspiracy. To save space, we only show the
top-half of the matrix, as it is symmetrically on the diagonal.

performance is slightly better. Therefore, the results we show
are using all posts with scores above 0 for training and testing.

A confusion matrix of Receiver Operating Characteristic
(ROC) curves for each community pair and feature group
can be found in Table V. Specifically, we train and test
classification between each binary pair of communities for
each feature group. This allows us to understand exactly what
features provide clear signal and how those signals differ
between communities. In each graph’s legend, the ROC Area
Under The Curve (AUC) values can be found. As a rule of
thumb, ROC AUC values can be interpreted as such: 0.90 to
1.0 is excellent, 0.80 to 0.90 is good, 0.70 to 0.80 is fair, 0.60
to 0.70 is poor, and 0.50 to 0.60 is fail. In each graph, we plot
a black dotted line to indicate a ROC AUC of 0.5, which is
random chance.

A. Models for Prediction

We can predict which community is interested in a
news article. In Table V, we see each community pair
can be classified with reasonable accuracy. The community
mainstream can be separated from each other community the
best, achieving near 1.0 AUC. While separating conspiracy

from bias1 achieves 0.81 AUC at its best and conspiracy from
bias2 achieves 0.84 AUC at its best.

These prediction models are community-pair dependent.
While each community pair can be separated, very different
sets of features are used to classify. Features that best differen-
tiate mainstream articles from conspiracy articles are bias, en-
tity, and source. Features that differentiate mainstream articles
from bias1 articles are bias, entity, sentiment, entity slant, and
style. Similarly, features that differentiate mainstream articles
from bias2 articles are bias, entity, entity slant, and source.
Bias and entity based features clearly separate mainstream
news communities from alternative news communities. On the
other hand, features that separate bias1 from bias2 are source
and entity slant. Interestingly, we see that entity features on
their own do very poorly (0.48 AUC), but entity slant does well
(0.78 AUC). This shows that the hyper-partisan communities
are talking about the same people, places, and things, but with
a different affect towards them, as we naturally expect. Lastly,
we see that conspiracy articles only are separated from bias1
and bias2 articles with source and entity features.

4



(a) Train/Test 2017 (b) Train/Test 2016 (c) Train/Test 2015 (d) Test Over Time
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TABLE VI: ROC AUC scores for each feature group over time when classifying mainstream vs conspiracy. Specifically:
(a) Training and testing each model on 2017 data, (b) Training and testing each model on 2016 data, (c) Training and testing
each model on 2015 data, and (d) Training models with 2015 data, testing on 2016 and 2017 data.

B. Generalizing Models Over Time

An important metric of performance for machine learning
models is how well they work over long periods of time.
This notion is often called “concept drift,” which refers to
unforeseen changes in a target variable over time [27]. Concept
drift becomes particularly important when prediction models
are applied to quickly evolving situations, such as predicting
social concepts, the news cycle, or fraud detection [3]. While
a model can perform very well in a small time frame, its
performance may degrade over time. To test this, we train
classifiers using the 2015 data to predict news article interest in
2016 data and 2017 data. We only run this test for mainstream
and conspiracy, as they have been very active communities for
a long period of time, allowing us to maintain a large and rich
data set in all 3 years. Further, we train and test new models
on the 2016 data and 2015 data to show performance within
those time-frames. These results can be found in Table VI.

Some feature groups can generalize over time, others
cannot. In Table VI(d), we show the performance of each fea-
ture group when the model is trained on 2015 data and tested
on test sets from all three time frames (2015, 2016, 2017). This
test is meant to emulate the performance of a 2015 trained
model that is not retrained for 3 years. In general, we see
small decreases in performance for each feature group as time
moves further away from the trained model. Overall, due to the
ever-changing news cycle, this finding is expected. However,
these decreases in performance vary for each feature group.
The largest decreases in performance come from entity slant
and sentiment features, where as the source and entity features
have a less significant drop. Considering the large amount of
time between each data set, the drop in performance for source
features is not very significant, dropping from 0.86 AUC to
0.76 AUC. Interestingly, while the performance for our bias
features decreases in the first year, it significantly increases in
the second year. This drastic change in performance may show
a shift in news producer or news community behavior between
2016 and 2017. Specifically, the model’s knowledge of bias
behavior remains in the same direction (conspiracy interested
articles being more bias than mainstream interested articles),
but the separation between the classes increases, allowing the

model to make less mistakes using the 2015 decision boundary.
This shift could be consider a phase transition, but more
research is certainly required to understand exactly why that
transition occurs and what effects this transition may have.

Retraining the models over time can prevent the degrade
in performance. Despite certain feature models breakdown in
performance, we do see clear signal in the models when they
are trained on data from the same time frame. Table VI(a),
VI(b), and VI(c) show the ROC curves for each feature group
in each time frame. We see that while performance and feature
importance differ across the time frames, each one shows fair
to excellent performance, illustrating models can be retrained
to maintain performance over time. How often a model should
be retrained will depend on the accuracy tolerance for a
particular application, and could be determined with more
granular data.

VII. CONCLUSIONS AND DISCUSSION

In this paper, we examine community-specific interest in
news articles. We construct supervised machine learning mod-
els to predict which community will be most interested in
a news article using distinct communities on Reddit. Addi-
tionally, we assess the concept drift effects on each feature
group over a 3 year time frame. Our results show that we
can predict community interest with high accuracy, but these
models are community dependent, feature group dependent,
and can degrade over-time.

These results reveal several strategies to better tackle
community-specific interest predictions. First, the strongly
community dependent nature of the feature group importance
suggests that hierarchical-binary models should be used over
standard multi-class models. For example, looking at our 2017
results, we see mainstream articles can be separated from all
other communities using bias features and entity features, but
bias1, bias2, and conspiracy can only be separated by style,
source, and entity-slant features. Hence, a prediction model
can be built to first classify a news article as mainstream or not
using bias and entity features. If that article is classified as not
mainstream, the article can be passed through several binary
classifiers which use different feature groups to classify the
article into bias1, bias2, or conspiracy. On the other hand, if we
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used a multi-class model, we would have to include all feature
groups and tune the model to all communities, which would
likely underfit the data, leading to very poor performance.

Second, models should be critically analyzed for perfor-
mance loss over time. The change in performance we found
in this study illustrates the inherent complexity of the problem.
With more granular data, we can learn how often models
need to be retrained in order to maintain a certain level of
performance. For example, if we test our models on week-long
intervals of data, we can determine when the performance loss
has degraded too much according to a tolerance threshold. At
this threshold point, we can automatically retrain the models.
This pattern of performance loss is likely very dependent on
the communities themselves, as some may evolve slower than
others. Further, performance loss may not be a steady decline,
as shown by our bias feature model, which actually has
improved performance over the 3 year time frame, suggesting
concept drift in these models can be very complex. From
a more general point of view, these results suggest that all
machine learning models should be put through a time test to
ensure desired performance levels are met.
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