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Abstract—This study introduces a novel non-coherent over-
the-air computation (OAC) scheme aimed at achieving reli-
able majority vote (MV) calculations in fading channels. The
proposed approach relies on modulating the amplitude of the
elements of complementary sequences (CSs) based on the sign of
the parameters to be aggregated. Notably, our method eliminates
the reliance on channel state information at the nodes, rendering
it compatible with time-varying channels. To demonstrate the
efficacy of our approach, we employ it in a scenario where an
unmanned aerial vehicle (UAV) is guided by distributed sensors,
relying on the MV computed using our proposed scheme. The
experimental results confirm the superiority of our approach,
as evidenced by a significant reduction in computation error
rates in fading channels, particularly with longer sequence
lengths. Meanwhile, we ensure that the peak-to-mean-envelope
power ratio of the transmitted orthogonal frequency division
multiplexing signals remains within or below 3 dB.

Index Terms—Complementary sequences, OFDM, over-the-
air computation, power amplifier non-linearity.

I. INTRODUCTION

Multi-user interference is often considered an undesired sit-
uation as it can degrade the performance of communications.
In contrast, the same underlying phenomenon, i.e., the signal
superposition property of wireless multiple-access channels,
can be very useful in the computation of special mathematical
functions, i.e., the family of nomographic functions such as
mean, norm, polynomial function, maximum, and majority
vote (MV) [1]. The gain obtained with over-the-air compu-
tation (OAC) is that the resource usage can be reduced to
a one-time cost, which otherwise scales with the number of
nodes [2]. Hence, OAC can benefit applications when a large
number of nodes participate in computation over a bandwidth-
limited wireless channel.

OAC was first analyzed by Bobak and Gastpar [3] and ap-
plied to communication problems under interference channels
and wireless sensor networks to improve spectrum utilization
[4]. Recently, it has gained momentum for computation-
oriented applications over wireless networks such as wireless
federated learning or wireless control systems. For example,
the authors in [5]–[8] implement federated learning (FL) [9]
over a wireless network, where OAC is used for aggregating
gradients or model parameters of neural networks. In [10],
difference equations are proposed to be computed with OAC.
In [11], dynamic plants are considered along with OAC. In
[12], OAC is utilized to achieve mean consensus for vehicle
platooning. In [13], multi-slot coherent OAC is investigated
for an unmanned aerial vehicle (UAV) network, where the

UAVs compute the arithmetic mean of ground sensor readings
with OAC. Similarly, in [14], UAV trajectories are optimized
based on the locations of the sensors.

A major challenge for OAC is computing functions in
fading channels. To overcome fading channels, a large num-
ber of studies adopt pre-equalization techniques where the
parameters are distorted with the reciprocals of the channel
coefficients before the transmission so that the transmitted
signals superpose coherently at the receiver [7], [8], [15]. Al-
though this approach has its merit, it requires precise sample-
level time synchronization as coherent signal superposition
is sensitive to phase synchronization errors. Also, in [16], it
is shown that non-stationary channel conditions in a UAV
network can severely degrade the coherent signal superpo-
sition. To relax this bottleneck, another approach is to use
non-coherent techniques at the expense of sacrificing more
resources. For instance, in [6] and [17], orthogonal resources
are allocated and energy accumulation on the resources are
used for OAC. In [18], random sequences are proposed to be
utilized for OAC and the energy of the superposed sequences
is calculated at the expense of interference components. A
major challenge with non-coherent OAC is that the reliability
cannot be improved directly by increasing the signal power
due to the lack of pre-equalization. Hence, non-coherent OAC
requires more investigations for reducing computation errors.

In this study, we focus on computing MV which can be
made compatible with digital modulation due to its discrete
nature, and finds applications such as distributed training [6]–
[8] and distributed localization [17]. We propose a new non-
coherent OAC scheme based on complementary sequences
(CSs) [19] to improve the robustness of computation against
fading channels while limiting the dynamic range of trans-
mitted signals to mitigate the distortion, like clipping, due to
hardware non-linearity. Since the proposed approach does not
rely on the availability of channel state information (CSI) at
the transmitter and receiver, it also provides robustness against
time-varying channels. As opposed to earlier studies in [13],
[14], [16], we demonstrate the applicability of the proposed
method to a scenario where a UAV is guided by distributed
sensors based on MV computation.

II. SYSTEM MODEL

Consider a scenario where a UAV flies from one point of in-
terest (𝑐i,1, 𝑐i,2, 𝑐i,3) to another point of interest (𝑐t,1, 𝑐t,2, 𝑐t,3)
in an indoor environment. Suppose that the UAV cannot
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localize its location in the room. However, it can receive
feedback from 𝐾 distributed sensors deployed in the room
about the velocity of the UAV on 𝑥-, 𝑦-, and 𝑧-axis for every
𝑇update seconds. Based on the feedback from the sensors, the
UAV updates its position at the ℓth round for the 𝑥-, 𝑦-, and
𝑧-axis, denoted by 𝑝

(ℓ )
1 , 𝑝 (ℓ )2 , and 𝑝

(ℓ )
3 , respectively, as

𝑝
(ℓ+1)
𝑙

= 𝑝
(ℓ )
𝑙

− 𝑇update𝑢
(ℓ )
𝑙
, ∀𝑙 ∈ {1, 2, 3}, (1)

𝑢
(ℓ )
𝑙

=

{
max{𝜇𝑔 (ℓ )

𝑙
,−𝑢limit} 𝑔

(ℓ )
𝑙

< 0
min{𝜇𝑔 (ℓ )

𝑙
, 𝑢limit} 𝑔

(ℓ )
𝑙

≥ 0
,

for 𝑝 (0)
𝑙
≜ 𝑐i,𝑙 . In (1), 𝑢 (ℓ )

𝑙
is the velocity at the ℓth round

for the 𝑙th coordinate, 𝑢limit > 0 is the maximum velocity of
the UAV, 𝜇 > 0 is the update rate, 𝑔 (ℓ )

𝑙
is the velocity-update

strategy given by

𝑔
(ℓ )
𝑙

=


1
𝐾

∑𝐾
𝑘=1 𝑝

(ℓ )
𝑙,𝑘

− 𝑐t,𝑙 , Ideal (Continous)
𝜔𝑛, Ideal (MV)
�̂�𝑛, OAC (MV), (10)

,

where 𝑝
(ℓ )
𝑙,𝑘

= 𝑝
(ℓ )
𝑙

+ 𝑛(ℓ )
𝑙,𝑘

is the estimated position of the
UAV for the 𝑙th coordinate at the 𝑘th sensor, 𝑛(ℓ )

𝑙,𝑘
is a zero-

mean Gaussian variable with the variance 𝜎2
sensor, 𝜔𝑛 is the

ideal MV function expressed as 𝜔𝑛 = sign
(∑𝐾

𝑘=1 𝑣𝑘,𝑛

)
, for

𝑣𝑘,𝑛 = sign
(
𝑝
(ℓ )
𝑛,𝑘

− 𝑐t,𝑛

)
, and �̂�𝑛 denotes the MV obtained

with the proposed OAC scheme in this work.

A. Complementary Sequences

Let a = (𝑎𝑖)𝐿−1
𝑖=0 ≜ (𝑎0, 𝑎1, . . . , 𝑎𝐿−1) be a sequence of

length 𝐿 for 𝑎𝑖 ∈ C and 𝑎𝐿−1 ≠ 0. We associate the sequence
a with the polynomial 𝐴(𝑧) = 𝑎𝐿−1𝑧

𝐿−1 + 𝑎𝐿−2𝑧
𝐿−2 + · · · + 𝑎0

in indeterminate 𝑧. The aperiodic auto-correlation function
(AACF) of the sequence a given by

𝜌a (𝑘) ≜


∑𝐿−𝑘−1
𝑖=0 𝑎∗

𝑖
𝑎𝑖+𝑘 , 0 ≤ 𝑘 ≤ 𝐿 − 1∑𝐿+𝑘−1

𝑖=0 𝑎𝑖𝑎
∗
𝑖−𝑘 , −𝐿 + 1 ≤ 𝑘 < 0

0, otherwise
. (2)

If 𝜌a (𝑘) + 𝜌b (𝑘) = 0 holds for 𝑘 ≠ 0, the sequences a and
b are referred to as CSs. It can be shown the peak-to-mean
envelope power ratio (PMEPR) of an orthogonal frequency
division multiplexing (OFDM) symbol constructed based on
a CS is less than or equal to 3 dB [20].

Let 𝑓 (x) be a map from Z𝑚2 = {x ≜ (𝑥1, 𝑥2, . . . , 𝑥𝑚) |∀𝑥 𝑗 ∈
Z2} to R as 𝑓 : Z𝑚2 → R, i.e., a pseudo-Boolean function. CSs
can be obtained via pseudo-Boolean functions as follows:

Theorem 1 ([19]). Let π = (𝜋𝑛)𝑚𝑛=1 be a permutation of
{1, 2, . . . , 𝑚}. For any 𝐻, 𝑚 ∈ Z+, 𝑎𝑛, 𝑎′ ∈ R, and 𝑐𝑛, 𝑐′ ∈ Z𝐻
for 𝑛 ∈ {1, 2, . . ., 𝑚}, let

𝑓r (x) =
𝑚∑︁
𝑛=1

𝑎𝑛𝑦𝜋𝑛 + 𝑎′ , (3)

𝑓i (x) =
𝐻

2

𝑚−1∑︁
𝑛=1

𝑥𝜋𝑛𝑥𝜋𝑛+1 +
𝑚∑︁
𝑛=1

𝑐𝑛𝑥𝜋𝑛 + 𝑐′ , (4)

where 𝑦𝜋𝑛 is (𝑥𝜋𝑛 + 𝑥𝜋𝑛+1 )2 and 𝑥𝜋𝑚 for 𝑛 < 𝑚 and 𝑛 = 𝑚,
respectively. Then, the sequence t = (𝑡0, . . ., 𝑡𝐿−1), where its
associated polynomial is given by

𝑇 (𝑧) =
∑︁

∀x∈Z𝑚2

e 𝑓r (x)ej 2𝜋
𝐻
𝑓i (x)︸          ︷︷          ︸

𝑡𝑖 (x)

𝑧𝑖 (x) , (5)

is a CS of length 𝐿 = 2𝑚, where 𝑖(x) ≜ ∑𝑚
𝑗=1 𝑥 𝑗2

𝑚− 𝑗 , i.e.,
a decimal representation of the binary number constructed
using all elements in the sequence x.

Theorem 1 shows that the functions that determine the
amplitude and the phase of the elements of the CS t (i.e.,
𝑓i (x) and 𝑓i (x)) and Reed-Muller (RM) codes have similar
structures. The function 𝑓i (x) is in the form of the cosets of
the first-order RM code within the second-order RM code
[20]. Notice that the mapping between {(𝑦1, . . ., 𝑦𝑚)} and
{(𝑥1, . . ., 𝑥𝑚)} is bijective and results in a Gray code when
the elements of the set {(𝑥1, . . ., 𝑥𝑚)} is ordered lexicograph-
ically [19]. Hence, the function 𝑓r (x) is also similar to the
first-order RM code, except that the operations occur in R.

B. Signal model and wireless channel

We assume that the sensors and the UAV are equipped with
a single antenna. Let t𝑘 = (𝑡𝑘,0, . . ., 𝑡𝑘,𝐿−1) be a CS of length
𝐿 transmitted from the 𝑘th sensor over an OFDM symbol
by mapping its elements to a set of contiguous subcarriers.
Assuming that all sensors access the wireless channel simul-
taneously and the cyclic prefix (CP) duration is larger than the
sum of maximum time-synchronization error and maximum-
excess delay of the channel, we can express the polynomial
representation of the received sequence r = (𝑟0, . . ., 𝑟𝐿−1) at
the UAV after the signal superposition as

𝑅(𝑧) =
𝐿−1∑︁
𝑖=0

(
𝐾∑︁
𝑘=1

ℎ𝑘,𝑖
√︁
𝑃𝑘 𝑡𝑘,𝑖 + 𝑤𝑖

)
︸                        ︷︷                        ︸

𝑟𝑖

𝑧𝑖 , (6)

where ℎ𝑘,𝑖 ∼ CN(0, 1) is the Rayleigh fading channel
coefficient between the UAV and the 𝑘th sensor for the
𝑖th element of the sequence unless otherwise stated, 𝑃𝑘 is
the average transmit power, and 𝑤𝑖 ∼ CN(0, 𝜎2

noise) is the
additive white Gaussian noise (AWGN). We assume that the
average received signal powers of the sensors at the UAV
are aligned with a power control mechanism [21]. Hence, the
relative positions of the sensors with respect to the UAV does
not effect our analyses. Without loss of generality, we set 𝑃𝑘 ,
∀𝑘 , to 1 Watt and calculate the signal-to-noise ratio (SNR) of
a sensor at the UAV receiver as SNR = 1/𝜎2

noise.

C. Problem Statement

Suppose that the fading coefficient ℎ𝑘,𝑖 is not available
at the 𝑘th sensor or the UAV due to the synchronization
impairments, reciprocity calibration errors, or mobility. Under
this constraint, for 𝑛 ∈ {1, . . ., 𝑚}, the main objective of
the UAV is to compute the MV 𝜔𝑛, ∀𝑛 by exploiting the
signal superposition property of the multiple-access channel



(MAC), where 𝑣𝑘,𝑛 ∈ {−1, 0, 1} is the 𝑘th sensor’s vote
for the 𝑛th MV computation and 𝜔𝑛 ∈ {−1, 1} is the 𝑛th
MV. It is worth emphasizing that the 𝑘th sensor does not
participate in the MV computation for 𝑣𝑘,𝑛 = 0. Since we
consider a single UAV in this work, we set 𝑣𝑘,𝑛 = 0 for
𝑛 ∈ {3, 4, . . ., 𝑚}. Note that, in the literature, absentee votes
are shown to be useful for addressing data heterogeneity for
distributed training scenarios [6].

Our main goal is to obtain a scheme that computes the MVs
with a low computation error rate (CER) while maintaining
the PMEPR of the transmitted signals as low as possible,
where we define the CER as the probability of incorrect
detection of the 𝑛th MV as Pr (�̂�𝑛 ≠ 𝜔𝑛). Although the CSs
generated with Theorem 1 can address the PMEPR challenge
by keeping it at most 3 dB, it is not trivial to use them for the
MV computation. Therefore, the question that we address is
how can we use Theorem 1 to develop a reliable OAC scheme
for computing MV without using the CSI at the sensors and
the UAV?

III. PROPOSED SCHEME

The proposed scheme modulates of the amplitude of the
elements of the CS via 𝑓r (x) as a function of the votes v𝑘 ≜
(𝑣𝑘,1, . . ., 𝑣𝑘,𝑚) at the 𝑘th sensor. To this end, based on Theo-
rem 1, let us denote the functions used at 𝑘th sensor as 𝑓r,𝑘 (x)
and 𝑓i,𝑘 (x), and their parameters as {𝑎′

𝑘
, 𝑎𝑘,1, . . ., 𝑎𝑘,𝑚} and

{𝑐′
𝑘
, 𝑐𝑘,1, . . ., 𝑐𝑘,𝑚}, respectively. To synthesize the transmitted

sequence t𝑘 of length 𝐿 = 2𝑚, we use a fixed permutation π
and map 𝑣𝑘,𝑛 to 𝑎𝑘,𝑛 as

𝑎𝑘,𝑛 =


−𝛼, 𝑣𝑘,𝑛 = −1
0, 𝑣𝑘,𝑛 = 0
+𝛼, 𝑣𝑘,𝑛 = +1

, ∀𝑛 , (7)

where 𝛼 > 0 is a scaling parameter. To ensure that the squared
ℓ2-norm of the CS t𝑘 is 2𝑚, i.e., ∥t𝑘 ∥2

2 = 2𝑚, we choose 𝑎′
𝑘

as

𝑎′𝑘 = −1
2

𝑚∑︁
𝑛=1

ln
1 + e2𝑎𝑛

2
. (8)

To derive (8), notice that 𝑎𝑘,𝑛 scales 2𝑚−1 elements of the CS
by e𝑎𝑘,𝑛 in (3). Therefore, ∥t𝑘 ∥2

2 is scaled by (1 + e2𝑎𝑘,𝑛 )/2.
By considering 𝑎𝑘,1, . . ., 𝑎𝑘,𝑚, the total scaling can be calcu-
lated as 𝛾 =

∏𝑚
𝑛=1 (1 + e2𝑎𝑘,𝑛 )/2. Thus, e2𝑎′

𝑘 = 1/𝛾 must hold
for ∥t𝑘 ∥2

2 = 2𝑚, which results in (8).
With (7) and (8), if 𝑣𝑘,𝑛 ≠ 0 for 𝛼 → ∞, one half of

elements (i.e., the ones for 𝑦𝜋𝑛 = 0) of the CS t𝑘 are set to 0
while the other half (i.e., the ones for 𝑦𝜋𝑛 = 1) are scaled by
a factor of

√
2 and the sign of 𝑣𝑘,𝑛 determines which half is

amplified. For 𝑣𝑘,𝑛 = 0, the halves are not scaled.

Example 1. Let π = (3, 2, 1), 𝐻 = 2, 𝑚 = 3, 𝑐𝑛 =

𝑐′ = 0, ∀𝑛. Hence, the indices of the scaled elements are
controlled by 𝑦1 = 𝑥1, 𝑦2 = (𝑥1 + 𝑥2)2, and 𝑦3 = (𝑥2 +
𝑥3)2 when (𝑥1, 𝑥2, 𝑥3) is listed in lexicographic order, i.e.,
(0, 0, 0), (0, 0, 1), . . ., (1, 1, 1). The encoded CSs for several
realizations of v𝑘 for 𝛼 → ∞ are given in TABLE I. For

TABLE I
AN EXAMPLE OF ENCODED CSS BASED ON VOTES FOR 𝑚 = 3.

v𝑘 𝑡𝑘,0 𝑡𝑘,1 𝑡𝑘,2 𝑡𝑘,3 𝑡𝑘,4 𝑡𝑘,5 𝑡𝑘,6 𝑡𝑘,7
(0, 0, 0) 1 1 1 −1 1 1 −1 1
(1, 0, 0) 0

√
2

√
2 0 0

√
2 −

√
2 0

(1, 1, 0) 0 0 2 0 0 2 0 0
(1, 1, 1) 0 0 0 0 0 2

√
2 0 0

(1, 1, −1) 0 0 2
√

2 0 0 0 0 0
(1, −1, 0) 0 2 0 0 0 0 −2 0
(−1, 0, 0)

√
2 0 0 −

√
2

√
2 0 0

√
2

v𝑘 = (1, 0, 0) and v𝑘 = (−1, 0, 0), four elements determined
by 𝑦3 of the uni-modular CS is scaled by

√
2, and the

rest is multiplied with 0. Similarly, for v𝑘 = (1, 1, 1) and
v𝑘 = (1, 1,−1), four elements of the CS (i.e., the CS for
v𝑘 = (1, 1, 0)) is scaled by

√
2, and the rest is multiplied with

0. It is worth noting that if all the votes are non-zero, only
one of the eight elements of the sequence is non-zero.

For the proposed scheme, the values for 𝑐′
𝑘
, 𝑐𝑘,1, . . ., 𝑐𝑘,𝑚

are chosen randomly from the set Z𝐻 for the randomization
of t𝑘 across the sensors. This choice is also in line with the
cases where phase synchronization cannot be maintained in
the network.

Based on (6), the received sequence at the UAV after signal
superposition can be expressed as

𝑅(𝑧) =
∑︁

∀x∈Z𝑚2

(
𝐾∑︁
𝑘=1

ℎ𝑘,𝑖 (x)e 𝑓r,𝑘 (x)ej 2𝜋
𝐻
𝑓i,𝑘 (x) + 𝑤𝑖 (x)

)
︸                                              ︷︷                                              ︸

𝑟𝑖 (x)

𝑧𝑖 (x) , (9)

To compute the 𝑛th MV, the UAV calculates two metrics
given by

𝐸+
𝑛 ≜

∑︁
∀x∈Z𝑚2
𝑦𝜋𝑛=1

|𝑟𝑖 (x) |2 =
∑︁

∀x∈Z𝑚2
𝑦𝜋𝑛=1

����� 𝐾∑︁
𝑘=1

ℎ𝑘,𝑖 (x)e 𝑓r,𝑘 (x)ej 2𝜋
𝐻
𝑓i,𝑘 (x) + 𝑤𝑖 (x)

�����2 ,
and

𝐸−
𝑛 ≜

∑︁
∀x∈Z𝑚2
𝑦𝜋𝑛=0

|𝑟𝑖 (x) |2 =
∑︁

∀x∈Z𝑚2
𝑦𝜋𝑛=0

����� 𝐾∑︁
𝑘=1

ℎ𝑘,𝑖 (x)e 𝑓r,𝑘 (x)ej 2𝜋
𝐻
𝑓i,𝑘 (x) + 𝑤𝑖 (x)

�����2 .
It then detects the 𝑛th MV by comparing the values of 𝐸+

𝑛

and 𝐸−
𝑛 as

�̂�𝑛 = sign
(
𝐸+
𝑛 − 𝐸−

𝑛

)
,∀𝑛 . (10)

We discuss how (10) allow the UAV to detect the correct MV
in the average sense in the following subsection.

A. How Does It Work without CSI?

Let 𝐾+
𝑛 , 𝐾−

𝑛 , and 𝐾0
𝑛 be the number of sensors with

positive, negative, and zero votes for 𝑛th MV computation,
respectively.



Lemma 1. E
[
𝐸+
𝑛

]
and E

[
𝐸−
𝑛

]
can be calculated as

E
[
𝐸+
𝑛

]
=

2𝑚e2𝛼𝐾+
𝑛

1 + e2𝛼 + 2𝑚e−2𝛼𝐾−
𝑛

1 + e−2𝛼 + 2𝑚−1 (𝐾0
𝑛 + 𝜎2

noise),

E
[
𝐸−
𝑛

]
=

2𝑚𝐾+
𝑛

1 + e2𝛼 + 2𝑚𝐾−
𝑛

1 + e−2𝛼 + 2𝑚−1 (𝐾0
𝑛 + 𝜎2

noise),

respectively, where the expectation is over the distribution of
channel and noise.

To prove Lemma 1, we first need the following proposition:

Proposition 1. The following identities hold:∑︁
∀x∈Z𝑚2
𝑦𝜋𝑛=1

e2 𝑓r,𝑘 (x) = e2𝑎𝑘,𝑛
∑︁

∀x∈Z𝑚2
𝑦𝜋𝑛=0

e2 𝑓r,𝑘 (x) =
e2𝑎𝑘,𝑛

1 + e2𝑎𝑘,𝑛
2𝑚 .

Proof of Proposition 1. The first identity is because
e2𝑎𝑘,𝑛𝑦𝜋𝑛 = 1 for 𝑦𝜋𝑛 = 0. With (8), ∥t𝑘 ∥2

2 = 2𝑚 holds. Hence,

∥t𝑘 ∥2
2 =

∑︁
∀x∈Z𝑚2

e2 𝑓r,𝑘 (x) =
∑︁

∀x∈Z𝑚2
𝑦𝜋𝑛=0

e2 𝑓r,𝑘 (x) +
∑︁

∀x∈Z𝑚2
𝑦𝜋𝑛=1

e2 𝑓r,𝑘 (x)

=
∑︁

∀x∈Z𝑚2
𝑦𝜋𝑛=0

e2 𝑓r,𝑘 (x) + e2𝑎𝑘,𝑛
∑︁

∀x∈Z𝑚2
𝑦𝜋𝑛=0

e2 𝑓r,𝑘 (x) = 2𝑚 .

□

Proof of Lemma 1. By using Proposition 1, we can calculate
E

[
𝐸+
𝑛

]
and E

[
𝐸−
𝑛

]
as

E
[
𝐸+
𝑛

]
=

∑︁
∀x∈Z𝑚2
𝑦𝜋𝑛=1

E


����� 𝐾∑︁
𝑘=1

ℎ𝑘,𝑖 (x)e 𝑓r,𝑘 (x)ej 2𝜋
𝐻
𝑓i,𝑘 (x) + 𝑤𝑖 (x)

�����2
=

𝐾∑︁
𝑘=1

∑︁
∀x∈Z𝑚2
𝑦𝜋𝑛=1

e2 𝑓r,𝑘 (𝑖) + 2𝑚−1𝜎2
noise = 2𝑚

(
𝐾∑︁
𝑘=1

e2𝑎𝑘,𝑛

1 + e2𝑎𝑘,𝑛
+
𝜎2

noise
2

)

= 2𝑚
(

e2𝛼

1 + e2𝛼 𝐾
+
𝑛 + 1

2
𝐾0
𝑛 +

e−2𝛼

1 + e−2𝛼 𝐾
−
𝑛 + 1

2
𝜎2

noise

)
,

and

E
[
𝐸−
𝑛

]
=

∑︁
∀x∈Z𝑚2
𝑦𝜋𝑛=0

E


����� 𝐾∑︁
𝑘=1

ℎ𝑘,𝑖 (x)e 𝑓r,𝑘 (x)ej 2𝜋
𝐻
𝑓i,𝑘 (x) + 𝑤𝑖 (x)

�����2
=

𝐾∑︁
𝑘=1

∑︁
∀x∈Z𝑚2
𝑦𝜋𝑛=0

e2 𝑓r,𝑘 (𝑖) + 2𝑚−1𝜎2
noise = 2𝑚

(
𝐾∑︁
𝑘=1

1
1 + e2𝑎𝑘,𝑛

+
𝜎2

noise
2

)

= 2𝑚
(

1
1 + e2𝛼 𝐾

+
𝑛 + 1

2
𝐾0
𝑛 +

1
1 + e−2𝛼 𝐾

−
𝑛 + 1

2
𝜎2

noise

)
.

□

Without any concern about the norm of t𝑘 with (8), we can
choose an arbitrarily large 𝛼, leading to following result:

Corollary 1. Following identities hold:

lim
𝛼→∞

E
[
𝐸+
𝑛

]
= 2𝑚𝐾+

𝑛 + 2𝑚−1𝐾0
𝑛 + 2𝑚−1𝜎2

noise ,

lim
𝛼→∞

E
[
𝐸−
𝑛

]
= 2𝑚𝐾−

𝑛 + 2𝑚−1𝐾0
𝑛 + 2𝑚−1𝜎2

noise .

Since lim𝛼→∞ E
[
𝐸+
𝑛 − 𝐸−

𝑛

]
= 2𝑚−1 (𝐾+

𝑛 − 𝐾−
𝑛 ) holds, we

can infer that the detector in (10) detects the correct MV in
average for 𝛼 → ∞. In other words, although the proposed
scheme makes errors instantaneously, in average, the error is
centered around the correct MV.

The proposed scheme computes 𝑚 MVs over 2𝑚 complex-
valued resources. Hence, the number of functions computed
per channel use (in real dimension) can be expressed as R =

𝑚/2𝑚+1. Hence, for a larger 𝑚, the computation rate reduces,
but the CER improves as demonstrated in Section IV.

IV. NUMERICAL RESULTS

In this section, we first analyze the performance of the
scheme for an arbitrary application. Subsequently, we then
apply it to the scenario discussed in Section II.

In Fig. 1, we provide the PMEPR distribution and the CER
for a given {𝑝, 𝑞, 𝑧}, where 𝑝, 𝑞, and 𝑧 denote the probabilities
Pr

(
𝑣𝑘,𝑛 > 0

)
, Pr

(
𝑣𝑘,𝑛 < 0

)
, and Pr

(
𝑣𝑘,𝑛 = 0

)
, respectively,

for 𝐾 = 50 sensors. In Fig. 1(a), we provide PMEPR
distribution for 𝑚 = 8, 𝑝 = 0.1 and 𝑧 ∈ {0.1, 0.3, 0.6}. We
show that the PMEPR of the proposed scheme is always less
than or equal to 3 dB due to the properties of the CSs. If
there are no absentee votes, the maximum PMEPR of the
proposed scheme is 0 dB since a single subcarrier is used for
the transmission. Hence, for a larger absentee vote probability,
the probability of observing 0 dB PMEPR increases. The
combination of sequences that lead to 0 dB and 3 dB PMEPR
values result in the jumps in the PMEPR distribution given in
Fig. 1(a). In Fig. 1(b)-(d), we analyze CER for 𝑧 ∈ {0.1, 0.6}
and 𝑚 = {2, 4, 6, 8} by sweeping 𝑝 in AWGN (i.e., ℎ𝑘,𝑖 = 1),
flat-fading (i.e., ℎ𝑘,𝑖 = ℎ𝑘,𝑖′ ∼ CN(0, 1)), and frequency-
selective (i.e., ℎ𝑘,𝑖 ∼ CN(0, 1)) channels, respectively. We
observe that the proposed scheme achieves a better CER for
increasing 𝑚 at the expense of more resource consumption in
all channel conditions. The CER improves for a small or a
large 𝑝 since more sensors vote for −1 or +1, respectively. The
performance in frequency selective channel is slightly better
than the flat-fading channel because of the diversity gain.

In Fig. 2 and Fig. 3, we consider the distributed UAV
guidance scenario discussed in Section II for 𝐾 = 50 sensors.
We assume 𝑇update = 10 ms, 𝜇 = 2, 𝑢limit = 3 m/s, 𝜎2

sensor = 2,
and SNR = 10 dB. We provide the trajectory of the UAV
in time and space for the aforementioned waypoint flight
control scenario. We consider two cases. In the first case,
there is only one point of interest (𝑐t,1, 𝑐t,2, 𝑐t,3) = (10, 8, 6)
and the initial position of the UAV is (0, 0, 0). In the second
case, the points of interest are (1, 1, 6), (1, 4, 6), (7, 4, 6), and
(7, 4, 0), where the initial position of the UAV is (1, 1, 0). We
compare the proposed scheme for 𝑚 ∈ {3, 6} in a practical
communication channel with both continuous and MV-based
feedback in an ideal communication channel (i.e., no error due
to the communications). As can be seen from Fig. 2(a), for
the continuous-valued feedback, the UAV reaches its position
faster than any MV-based approach. This is because the
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Fig. 1. CER for in AWGN, flat-fading, and frequency-selective channels (𝐾 = 50 sensors) and PMEPR distribution.

velocity increment is limited with the step size for MV-
based feedback in our setup. Hence, as can be seen from
Fig. 2(b) the UAV’s trajectory in space is slightly bent. Since
the proposed scheme is also based on the MV computation,
its characteristics are similar to the one with MV computation
in an ideal channel. Since the CER with 𝑚 = 6 is lower than
the one with 𝑚 = 3, the proposed scheme for 𝑚 = 6 performs
better and its characteristics are similar to the ideal MV-based
feedback. The position of the UAV in time and space for
multiple points of interest is given in Fig. 3(a) and Fig. 3(b),
respectively. The proposed scheme for 𝑚 = 6 performs
similarly to the one with the MVs in ideal communications
and increasing 𝑚 leads to a more stable trajectory.

V. CONCLUDING REMARKS

In this study, we modulate the amplitude of the CS based on
Theorem 1 to develop a new non-coherent OAC scheme for
MV computation. We show that the proposed scheme reduces
the CER via bandwidth expansion in both flat-fading and
frequency-selective fading channel conditions while maintain-

ing the PMEPR of the transmited signals to be less than
or equal to 3 dB. We demonstrate the applicability of the
proposed OAC scheme to an indoor flight control scenario and
show that the proposed scheme performs similar to the case
where MV without OAC with larger length of sequences. In
the future work, we provide the theoretical computation error
and convergence analyses for distributed UAV guidance.
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