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The world is witnessing the emergence of billions of IoT devices 
fueled by tremendous leaps in computing paradigms spanning 
clients, the edge, and the cloud, as well as the ultra-low-latency 

and gigabit-per-second connectivity offered by 5G networks. It is esti-
mated that IoT devices will generate 90 Zettabytes of data at the net-
work edge by 2025 (IDC Data Age 2025 Whitepaper). The Industry 
4.0 revolution is one of the major drivers for this large-scale adoption 
of IoT and is taking place rapidly, transforming a wide range of markets 
including manufacturing, energy, agriculture, transportation, and logis-
tics. For example, in smart manufacturing, predictive maintenance for 
minimizing downtime, location tracking for inventory, and automation 
are some key areas that can boost yield and decrease time to market. 
Similarly, in energy, smart metering and detecting defects in oil/gas 
extraction stations as well as in the extracted matter are leading to sig-
nificant improvements in operational and capital expenditures.

Access to abundant multi-modal data in such industrial use cases 
means that machine learning (ML) and artificial intelligence (AI) will 
play an integral role in analysis and understanding of data, improve-
ment of operational efficiency and product quality, as well as reduction 
of down time by several orders of magnitude. Successfully implement-
ing an ML-based solution for Industrial IoT (IIoT) involves many aspects 
including but not limited to (i) adequate infrastructure placement for 
timely and accurate collection of data from multiple sensors, (ii) aggre-
gation of data at gateways/cloud, (iii) development and adoption of 
advanced AI algorithms, and (iv) hosting ML-related tasks at the edge 
for the purpose of reducing the network load. Industry 4.0 will change 
forever factories as we know them, with distributed manufacturing and 
on-demand personalized products reaching a wide scale.

This Special Issue (SI) focuses on recent advances, challeng-
es, and trends of applying ML in IIoT settings. The articles went 
through careful curation and span two broad thrusts, namely, scal-

able and efficient ML technologies to enable IoT as well as applica-
tions, system design, and/or software optimization of ML applied to 
three different IIoT scenarios.

In “Federated Learning for the Internet of Things: Applications, 
Challenges, and Opportunities,” the application of federated learning 
(FL) to IoT where ML models are collaboratively learned from devices 
without the need to share their data is discussed. Particular emphasis 
is placed on the challenges and opportunities of adopting FL for IoT 
platforms including device and network resource constraints, inter-
mittent connectivity, temporal dynamics of data, trustworthiness, as 
well as the difficulty and opportunities for standardization and build-
ing scalable systems to realize such a distributed learning paradigm.

In “Toward Scalable and Robust AIoT via Decentralized Federated 
Learning,” the authors introduce a generic decentralized federated 
learning (DFL) architecture that can transition between synchronous 
and asynchronous modes. Such flexible architecture is highly suited for 
IoT environments where over-reliance on a central server is a burden 
due to stragglers (slow devices) and device availability/connectivity 
potentially being intermittent. The authors implement, deploy and eval-
uate the DFL architecture in both simulations and testbed environments 
with results indicating improved model convergence by effectively com-
bating the straggler issue without affecting model performance.

Ultra-reliable and low-latency communications are critical for 
enabling IIoT, and in “ML-Assisted Beam Selection via Digital Twins 
for Time-Sensitive Industrial IoT,” ML technologies applied to com-
munication between IoT devices with particular focus on reducing 
the complexity and overhead for 5G millimeter-wave (mmWave) 
communications are proposed. The authors rely on the digital twin 
paradigm and demonstrate the capability of lightweight ML models 
in predicting optimal mmWave beam configurations without com-
promising the communication performance.
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In “Re-Inventing the Food Supply Chain with IoT: A Data-Driven 
Solution to Reduce Food Loss,” an end-to-end solution of ML for 
the food supply chain is addressed. The authors envision using 
sensors in different stages of the food supply chain, namely farming, 
warehouse, transport, and retail, and discuss how ML solutions can 
be applied to reduce global food loss. The authors cast the food 
supply chain management as a multi-agent optimization framework 
and discuss some potential ways to solve the problem to incentiv-
ize practices that can help sustainably meet future food goals.

In “End-to-End Industrial IoT: Software Optimization and Accel-
eration,” the significant speedup benefits of software optimization 
and acceleration in real-world IIoT ML use cases are revealed and 
extensively discussed. It is shown how the end-to-end inference run-
times of different ML tasks, such as predictive analytics and anom-
aly detection, can be accelerated by several orders of magnitude 
through the use of optimized versions of popular ML frameworks 
and libraries, including scikit-learn, TensorFlow, and PyTorch.

In “Touchless Control of Heavy Equipment Using Low-Cost 
Hand Gesture Recognition,” end-to-end touchless control of heavy 
equipment using an ML pipeline is considered. In particular, a hand 
landmark detection model is used to map the input RGB image into 
a set of 3D landmarks. The estimated landmarks are then fed into a 
multi-layer perceptron (MLP), which at its output classifies the hand 
gesture given a history of prior input images. The proposed method 
is implemented and demonstrated to work notably well in a real-
world use case of excavating in a rock pile by remotely controlling 
a robotic 1-tonne wheel loader.

In summary, this Special Issue contains six peer-reviewed articles 
touching on different aspects of machine learning technologies that 
can transform the Industrial IoT landscape, and some of the articles 
can serve as examples of how to successfully apply machine-learn-
ing-based solutions in industrial environments. Our overarching goal 
is to also reach a larger body of academic researchers, engineers/
practitioners, and businesses that can benefit from understanding this 
emerging area, which is made possible through this Special Issue.

We would like to express our sincere thanks to all the authors 
and reviewers as well as the editorial team for providing us with the 
opportunity to put together this Special Issue on this exciting topic.
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