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Abstract

Multiple modalities represent different aspects by which
information is conveyed by a data source. Modern day so-
cial media platforms are one of the primary sources of mul-
timodal data, where users use different modes of expression
by posting textual as well as multimedia content such as im-
ages and videos for sharing information. Multimodal infor-
mation embedded in such posts could be useful in predict-
ing their popularity. To the best of our knowledge, no such
multimodal dataset exists for the prediction of social me-
dia photos. In this work, we propose a multimodal dataset
consisiting of content, context, and social information for
popularity prediction. Specifically, we augment the SMP-
T1 dataset for social media prediction in ACM Multimedia
grand challenge 2017 with image content, titles, descrip-
tions, and tags. Next, in this paper, we propose a multi-
modal approach which exploits visual features (i.e., content
information), textual features (i.e., contextual information),
and social features (e.g., average views and group counts)
to predict popularity of social media photos in terms of view
counts. Experimental results confirm that despite our mul-
timodal approach uses the half of the training dataset from
SMP-T1, it achieves comparable performance with that of
state-of-the-art.

1. Introduction

Huge volumes of social media content are produced by
platforms such as Twitter, Facebook, Instagram, among oth-
ers. People often respond to such content by viewing, lik-
ing, commenting, and sharing due to the social nature of
these platforms [15, 23]. Predicting the popularity of a
photo on being posted in a social media platform can find

significant uses in the domains of content recommendation,
advertisement, information retrieval, among others. Mod-
eling the prediction of popularity of photos have attracted
a lot of attention in research community. ACM Multime-
dia Conference, 2017 presented a social media prediction
task (SMP-T1) in the form of a grand challenge. Several
contributions [12, 28, 10, 8] were submitted in this chal-
lenge. However, most of them just focused on informa-
tion provided in the SMP-T1 dataset which includes average
counts for views, comments, tags, groups, members, and
lengths of title and description. Since one modality might
not be enough to solve a complex problem like popularity
prediction, some of the submissions [6, 13] also used im-
age content. Motivated by such work, first, we propose a
new dataset, called multimodal-SMP-dataset, by augment-
ing the existing SMP-T1-dataset with additional contextual
information such as titles, descriptions, and tags of social
media photos in addition to crawling image content (actual
photos). Next, we propose a multimodal technique for so-
cial media popularity prediction by exploiting multimodal
information.

In SMP-T1 task, researchers need to provide their so-
lutions to predict popularity of Flickr photos based on the
information (first 11 fields) provided in Table 1. URLs of
photos are also provided. Approximately half of the image
links are broken in the original SMP-T1-dataset. Therefore,
we use only 200K Flickr photos out of 432K photos in train-
ing but keep the same test set for a fair comparison with the
state-of-the-art systems. Moreover, since SMP-T1-dataset
(with 432K photos) does not provide much content and
contextual information, we add tags, title, and description
in addition to image content in the proposed multimodal-
SMP-dataset (with 200K photos). This will help researchers
who would like to leverage multimodal information in solv-
ing social media popularity prediction problem.
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Labels Descriptions
pid unique picture id
uid user id allocated to individual user

postdate date when image was posted
commentcount number of comments on post

haspeople 0 or 1 describing if contains people
titlelen character length of the title
deslen character length of the description

tagcount number of tags in the post
avgview user average view

groupcount user is part of how many social groups
avgmembercount connected with average number of members

title title of photo
tags tags of photo

description description of photo

Table 1: First 11 fields belong to SMP-T1-dataset and last
three fields (in italic fonts) are additional fields that are
added to the newly proposed multimodal dataset.

In order to predict the popularity of a social media post,
we introduce two concepts. Particularly, first, we intro-
duce a dictionary-based scoring technique for tags and title,
and second, a sentiment analysis technique from descrip-
tion for a better understanding of the post. We try several
approaches to solve this problem. First, we build a ran-
dom forest regressor to understand the social information
trends of a post. Next, we apply CNN model and achieve
an improvement in the performance. For image content, we
decide to use Transfer Learning in our solution after try-
ing several basic models. We find that InceptionResnetV2
model produces the best results for images. Finally, we
combine CNN and InceptionResnetV2 models and achieve
the best results. We evaluated our method on the test set
provided by the organizers as the part of SMP-T1. Experi-
mental results confirm that the performance of our proposed
method is comparable to the state-of-the-art inspite of using
half of the training dataset.

2. Related Work

In recent years, several works have focused on predict-
ing popularity from text-based [27, 7], video-based [26, 2],
and photo-based [29, 11, 4] social media platforms. Most of
them have employed a similar pipeline to compute popular-
ity scores for different types of social media content (e.g.,
tweets, photos, and videos). First, they extract relevant fea-
tures, and then employ a regressor. Since in this paper we
mainly focus on predicting popularity of social media pho-
tos, we present a brief review of the literature related to it.
Furthermore, we also investigate some deep learning based
models for popularity prediction in social media. Moreover,
most of the popularity prediction studies only consider sin-
gle modality (say, only text) into account without explor-

ing other modalities (say, image content), which limits their
performance of popularity prediction.

Mathioudakis and Koudas [16] detected popularity
trends by identifying and grouping bursty keywords in
Twitter. In order to further improve popularity prediction,
Rsheed and Muhammad [19] built a model that can predict
the popularity of news articles on Twitter by first classifying
features of news articles into internal and external features
and then use decision tree for prediction. Some work have
also been proposed to predict popularity of photos. For in-
stance, Kholsa et al. [11] predicted the popularity of photos
by learning regression on both image content and user con-
text. Recent studies [17, 4] confirm that the aesthetic value
of photos is also very useful in predicting their popularity.

Due to immense success of Convolutional Neural Net-
work (CNN) for challenging tasks of classification, object
detection, segmentation, etc., it has now gained widespread
popularity [3, 14]. Since not many attempts have been made
for popularity prediction of photos by using CNNs, we ex-
plored their use for the continuous output regression tasks
like prediction. With the advancements and improvements
in the deep learning concepts and models, it has became
quite easy to modify the high-end pre-trained deep learn-
ing model for a specific problem. With the introduction of
transfer learning, we have taken the weights of pre-trained
model directly and train few layers as per our require-
ment for desired output of the specific problem. The state-
of-the-art deep learning models such as VGG16, VGG19,
ResNet50, InceptionV3, Xception, InceptionResnetV2, etc.
have shown promising results in the field of image classi-
fication [24, 9, 5]. With some modifications, we use such
models in popularity prediction of social media photos.

Multimodal information has shown to be useful in a
number of significant multimedia-based analytics prob-
lem [20, 21, 22]. Recent studies confirmed that it is useful in
social media popularity. For instance, Wu et al. [31, 30, 29]
have shown the importance of time information in social
media popularity. This motivated us to explore multi-
ple modalities such as information from text, photos, and
videos for improving popularity prediction [18].

3. Our Methodology

To predict the popularity of social media posts (e.g., pho-
tos), our proposed system exploits multimodal information.
We try different approaches for social media popularity pre-
diction. First, we use a random forest approach on available
social and contextual information (see Section 3.1). Next,
we apply a CNN model on available social and contextual
information (see Section 3.2). Moreover, we apply transfer
learning on image content information using the pre-trained
InceptionResnet V2 model (see Section 3.3). Finally, in our
multimodal approach, we combine all features derived from



Figure 1: CNN model applied on CON-SOC Information.

earlier steps and apply a convolutional model explained in
Section 3.2 (see Section 3.4).

3.1. Applying Random Forest on Contextual and
Social (CON-SOC) Information

Random Forest is among the most widely used machine
learning technique for predictive analytics. It is a super-
vised algorithm that can be used for both classification and
regression. In general, it is an ensemble model, which
makes predictions based on combination of base models
(i.e., basically a Decision Tree). We construct the base
models using different subsamples of the data. In our pro-
posed approach, we train our model on the dataset (see Sec-
tion 4.1) based on mean-squared error as the evaluation cri-
teria. Specifically, we extract features from 11 fields (see
Table 1) which are provided as the part of SMP-T1 task
and 3 fields (i.e., title, tags, and description) that we intro-
duce as part of the proposed new dataset. We consider such
14 features as the representation of CON-SOC information.
We apply standard normalization method to all the features
(i.e., features derived from social and contextual informa-
tion) prior to applying the random forest model as the range
and significance of each feature is different.

3.2. Applying CNN model on CON-SOC Info

First we try simple dense regression model but later ex-
tend to Convolution-1D (Conv1d) model for a better per-
formance, as CNN has shown success in solving prediction
tasks in general. We find the best fit with the model shown
in Figure 1. We create a 6-layer model, which contains two
Conv1d layers of depth 20 and 50, relu as activation func-
tion, and two dropout’s after each conv1d layer of 0.1 and
0.3, respectively. Finally, we add two fully-connected dense
layers of depth 50 and 1 in the end. We also tried this model
by adding more layers but didn’t observe any significant im-
provement in performance.

Figure 2: Modified InceptionResNet V2 model.

Figure 4: Tag and Title dictionary creation.

3.3. Applying Deep Convolutional Model on Image

Earlier studies confirm that image content is also one
of the important modality to determine the popularity of
photos. Thus, we can use transfer learning to derive use-
ful information from photos based on pre-trained model
on images such as InceptionResnetV2 . However, as the
pre-trained models are trained for some other task, we can
not directly use the same model for popularity prediction.
Therefore, we had to make changes to the model, and train
the same for our defined social media prediction task. The
proposed model is described in Figure 2. First, we set
the first 6 layer as trainable for InceptionResnetV2 model.
Next, we add extra layers as per our requirement. Specifi-
cally, first, we applied the GlobalAveragePooling, next, two
dense layers of depth 512 and 1, with activation function
as ”relu” and ”linear”. The reason why we set the initial 6
layers of this model as trainable is so that our model can
adjust weights as per our training set images. This model
is trained on only 200K images since the half of URL links
are broken in the original SMP-T1 dataset.

3.4. Multimodal Approach

Figure 3 shows the framework of our multimodal social
media popularity prediction system. It is the combination
of earlier model inputs, i.e., content, contextual, and social
information. We include all 14 fields as described in the
Section 4.1. Specifically, in addition to 11 initial features,
we introduce 2 new features (tag-score and title-score) us-
ing the title and tag dictionary. Figures 4 shows the pro-



Figure 3: System framework for multimodal social media prediction.

cess of tag and title dictionary creation. Moreover, we add
one sentiment score using a sentiment analysis tool, named,
Stanford CoreNLP library [25] (see Figures 5). Figures 5
describes the process of sentiment analysis from descrip-
tion. We further normalize such 14 features, so that they
all belong to the same scale. Furthermore, to derive useful
information from the image content information, we apply
the modified InceptionResNetV2 model. We pass all im-
ages in our proposed multimodal-SMP-dataset (see Section
4.1) through this model and get a prediction value as an out-
put. We use this prediction value as the image information.
We combine values from both feature scales. Now we have
in total 15 features: 14 from CON-SOC information and 1
from image prediction. We pass these values to the convolu-
tional model, which we discussed earlier (Section 3.2). The
model contains 2 convolutional layers and 2 dense layers,
and predict the output as final prediction. For this model,
we needed to cut down the training input size from 432K
to 200K, since images for most URL links were broken and
since our model is using images as an input feature.

4. Evaluation

4.1. Dataset

The official release SMP-T1 task contains entries from
135 users with around 432K posts (i.e., 3.2K photos on
average from a user). It includes additional information
ranging to 6 years, average title length of 20, average tag

Figure 5: Sentiment analysis from description using Stanford
CoreNLP library.

count of 9, average description length 114, and average
view count 131. There are total 11 fields in the original
SMP-T1 task dataset (see first 11 entries in Table 1). We
add 3 additional fields (i.e., title, description, and tags) as
contextual information, and image content to the original
dataset to prepare our multimodal dataset for social media
prediction task. We refer to original SMP-T1 task dataset as
SMP-T1-dataset and our proposed dataset as multimodal-
SMP-dataset1 in this study. In each of the post we provide
14 fields (3 newly added features) as shown in Table 1.

1It is available for research purpose at https://github.com/
Macky1290/Multimodal-Social-Media-Prediction



4.2. Evaluation Metrics

We use Spearman RHO, Mean Absolute Error (MAE),
and Mean Squared Error (MSE) evaluation metrics in our
study as used in the ACM Multimedia grand challenge on
SMP-T1 dataset. Spearman correlation is a nonparamet-
ric measure of the monotonicity of the relationship between
two datasets. It does not assume that both datasets are nor-
mally distributed. Like other correlation coefficients, this
one varies between -1 and +1 with 0 implying no correla-
tion. Correlations of -1 or +1 imply an exact monotonic
relationship. We use Scipy library to determine correlation
matrix. Spearman RHO is defined by the following equa-
tion:

rs = 1− 6
∑

d2

n(n2 − 1)
(1)

MAE measures the average magnitude of the errors in
a set of predictions, without considering their direction. It
is the average over the test sample of the absolute differ-
ences between prediction and actual observation where all
individual differences have equal weight. We use Scipy li-
brary to determine correlation matrix. MAE is defined by
the following equation:

mae =

∑n
1 |y − y1|

n
(2)

MSE is a quadratic scoring rule that also measures the
average magnitude of the error. It is the average of squared
differences between prediction and actual observation. We
use Sklearn library to determine this regression loss. MSE
is defined by the following equation:

mse =

∑n
1 (y − y1)

2

n
(3)

4.3. Experimental Results

We found that most of the entries of commentcount and
haspeople are empty, hence, not much relevant information
can be derived from them. Moreover, just considering other
fields such as number of tags, length of title, and length of
description, does not justify the importance of these values
in determining the popularity estimate (see Table 1). This
initial results motivated us to extract 3 more features (all
tags, title and description) from the image path and propose
a new multimodal dataset. We explored different models
for social media popularity prediction. First, we performed
Random Forest on normalized 14 input features. We re-
ceived a spearman rho of 0.78 on validation set after apply-
ing 5-fold validation but the testing accuracy was 0.69. This
model gave us an insight about the features. For instance,
tag-score and title-score contributed around 10% and 18%,
respectively. towards popularity prediction.

Team Spearman
Rho MAE MSE

TaiwanNo.1 SMP-T1 0.8268 2.0528 1.0676
heihei SMP-T1 0.8093 2.1767 1.1059
NLPR MMC Passerby SMP-T1 0.7927 2.4973 1.1783
BUPTMM SMP-T1 0.7723 2.4482 1.1733
CNN on CON-SOC 0.747 1.10 2.35
bluesky SMP-T1 0.7406 2.7293 1.2475
Random Forest on CON-SOC 0.72 1.17 2.42
WePREdictIt SMP-T1 0.5631 4.2022 1.6278
FirstBlood SMP-T1 0.6456 6.3815 1.6761
ride snail to race SMP-T1 -0.0405 9.2715 2.4274
CERTH-ITI-MKLAB SMP-T1 0.3554 19.3593 3.8178

Table 2: Popularity prediction results on SMP-T1-dataset.

Algorithm Set Spearman
Rho

MAE MSE

Random Forest on
CON-SOC Info

Validation 0.78 1.18 2.47
Testing 0.69 1.27 2.98

CNN on CON-SOC
Information

Validation 0.81 1.05 2.11
Testing 0.73 1.21 2.51

Deep Model on image
content

Validation 0.30 1.85 5.39
Testing 0.27 1.88 5.59

Multimodal approach Validation 0.83 1.00 2.06
Testing 0.75 1.12 2.39

Table 3: Social media popularity prediction results on
multimodal-SMP-dataset.

Next, we explored CNN on contextual and social infor-
mation. We got the spearman rho to 0.81 on validation set,
while 0.73 on testing set. As mentioned earlier, we tried
increasing the layers and epoch, but significant gain in per-
formance was not observed. Subsequently, we included
image content in our experiment. We started with Incep-
tionV3 and few earlier versions but got the best result with
IncpetionResNetV2 model. Only using images in the men-
tioned model, we gained the spearman rho of 0.30 on vali-
dation and 0.27 on testing. Considering the images are not
of any specific domain or background and they can belong
to any field, our model performed decently and we got pre-
dictions as output.

Finally, we followed the multi-modal approach. We first
trained a Deep Model on images, stored the predictions, and
considered the predictions as 1 added feature to multimodal
information. Thus, we have total 15 features (14 from con-
textual and social information and 1 from image content).
We passed these 15 features to the earlier mentioned CNN
model of CON-SOC information. We got Spearman’s rho
of 0.83 on validation set and 0.75 on testing set. This shows
that combining image content and CON-SOC information
results in significant performance gain [1]. Table 2 and Ta-
ble 3 show the popularity prediction results on SMP-T1-
dataset and Multimodal-SMP-dataset, respectively.



5. Conclusion

Our work represents one of the initial attempts for social
media popularity prediction leveraging multimodal infor-
mation. We explore different techniques on content, contex-
tual, and social information for improving popularity pre-
diction. First we try random forest on social and contextual
information. Next, we apply CNN model on social and con-
textual information. Susequently, we use transfer learning
using IncpetionResNetV2 on image content. Finally, we ap-
ply CNN model on content, contextual, and social informa-
tion. Experimental results confirm that despite we use half
of the training set, our multimodal approach give compa-
rable performance to that of state-of-the-art. Moreover, we
have provided a multimodal dataset for social media popu-
larity prediction to research community. In future, we will
work on improving our approach and expanding our multi-
modal dataset with additional modalities and photos.

References

[1] SMP-T1 in ACM Multimedia Grand Challenge.
https://social-media-prediction.github.
io/MM17PredictionChallenge/leaderboard.
html, 2017. [Online; accessed 19-February-2018].

[2] J. Chen, X. Song, L. Nie, X. Wang, H. Zhang, and T.-S.
Chua. Micro tells macro: predicting the popularity of micro-
videos via a transductive model. In ACM Multimedia, pages
898–907, 2016.

[3] J. Friedrichs, D. Mahata, and S. Gupta. Infynlp at smm4h
task 2: Stacked ensemble of shallow convolutional neural
networks for identifying personal medication intake from
twitter. arXiv preprint arXiv:1803.07718, 2018.

[4] F. Gelli, T. Uricchio, M. Bertini, A. Del Bimbo, and S.-F.
Chang. Image popularity prediction in social media using
sentiment and context features. In ACM Multimedia, pages
907–910, 2015.

[5] K. He, X. Zhang, S. Ren, and J. Sun. Deep residual learning
for image recognition. In IEEE CVPR, pages 770–778, 2016.

[6] S. C. Hidayati, Y.-L. Chen, C.-L. Yang, and K.-L. Hua. Pop-
ularity meter: An influence- and aesthetics-aware social me-
dia popularity predictor. In ACM Multimedia, pages 1918–
1923, 2017.

[7] L. Hong, A. S. Doumith, and B. D. Davison. Co-
factorization machines: modeling user interests and predict-
ing individual decisions in twitter. In ACM WSDM, pages
557–566, 2013.

[8] C.-C. Hsu, Y.-C. Lee, P.-E. Lu, S.-S. Lu, H.-T. Lai, C.-C.
Huang, C. Wang, Y.-J. Lin, and W.-T. Su. Social media
prediction based on residual learning and random forest. In
ACM Multimedia, pages 1865–1870, 2017.

[9] G. Huang, Z. Liu, K. Q. Weinberger, and L. van der Maaten.
Densely connected convolutional networks. In IEEE CVPR,
volume 1, page 3, 2017.

[10] X. Huang, Y. Gao, Q. Fang, J. Sang, and C. Xu. Towards smp
challenge: Stacking of diverse models for social image pop-
ularity prediction. In ACM Multimedia, pages 1895–1900,
2017.

[11] A. Khosla, A. Das Sarma, and R. Hamid. What makes an
image popular? In ACM WWW, pages 867–876, 2014.

[12] L. Li, R. Situ, J. Gao, Z. Yang, and W. Liu. A hybrid
model combining convolutional neural network with xgboost
for predicting social media popularity. In ACM Multimedia,
pages 1912–1917, 2017.

[13] J. Lv, W. Liu, M. Zhang, H. Gong, B. Wu, and H. Ma. Multi-
feature fusion for predicting social media popularity. In ACM
Multimedia, pages 1883–1888, 2017.

[14] D. Mahata, J. Friedrichs, R. R. Shah, et al. #
phramacovigilance-exploring deep learning techniques for
identifying mentions of medication intake from twitter. arXiv
preprint arXiv:1805.06375, 2018.

[15] D. Mahata, J. R. Talburt, and V. K. Singh. From chirps
to whistles: discovering event-specific informative content
from twitter. In Proceedings of the ACM web science confer-
ence, page 17. ACM, 2015.

[16] M. Mathioudakis and N. Koudas. Twittermonitor: trend de-
tection over the twitter stream. In ACM SIGMOD, pages
1155–1158, 2010.

[17] P. J. McParlane, Y. Moshfeghi, and J. M. Jose. Nobody
comes here anymore, it’s too crowded; predicting image pop-
ularity on flickr. In ACM ICMR, page 385, 2014.

[18] J. Ngiam, A. Khosla, M. Kim, J. Nam, H. Lee, and A. Y. Ng.
Multimodal deep learning. In ICML, pages 689–696, 2011.

[19] N. A. Rsheed and M. B. Khan. Predicting the popularity
of trending arabic news on twitter. In ACM MEDES, pages
15–19, 2014.

[20] R. Shah and R. Zimmermann. Multimodal analysis of user-
generated multimedia content, 2017.

[21] R. R. Shah. Multimodal analysis of user-generated content in
support of social media applications. In ACM ICMR, pages
423–426, 2016.

[22] R. R. Shah. Multimodal-based multimedia analysis, re-
trieval, and services in support of social media applications.
In ACM Multimedia, 2016.

[23] R. R. Shah, D. Mahata, M. Meghawat, and R. Zimmermann.
Leveraging multimodal semantics and sentiments informa-
tion in event understanding and summarization.

[24] K. Simonyan and A. Zisserman. Very deep convolutional
networks for large-scale image recognition. arXiv preprint
arXiv:1409.1556, 2014.

[25] R. Socher, A. Perelygin, J. Wu, J. Chuang, C. D. Manning,
A. Ng, and C. Potts. Recursive deep models for seman-
tic compositionality over a sentiment treebank. In EMNLP,
pages 1631–1642, 2013.

[26] T. Trzcinski and P. Rokita. Predicting popularity of online
videos using support vector regression. IEEE Transactions
on Multimedia, 2017.

[27] D. Vilares, M. A. Alonso, and C. Gómez-Rodrı́guez. On
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