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Abstract

Understanding driving behaviors is essential for improving safety and mobility of our
transportation systems. Data is usually collected via simulator-based studies or naturalistic
driving studies. Those techniques allow for understanding relations between demographics,
road conditions and safety. On the other hand, they are very costly and time consuming.
Thanks to the ubiquity of smartphones, we have an opportunity to substantially complement
more traditional data collection techniques with data extracted from phone sensors, such as
GPS, accelerometer gyroscope and camera. We developed statistical models that provided
insight into driver behavior in the San Francisco metro area based on tens of thousands of
driver logs. We used novel data sources to support our work. We used cell phone sensor data
drawn from five hundred drivers in San Francisco to understand the speed of traffic across the
city as well as the maneuvers of drivers in different areas. Specifically, we clustered drivers
based on their driving behavior. We looked at driver norms by street and flagged driving
behaviors that deviated from the norm.

1 Introduction
Understanding driving behavior is of increasing importance in the context of aging population
and increasing vehicle automation. Novel vehicle technologies and mobility paradigms change
the driving habits quicker than traditional data sources such as naturalistic driving studies, are able
to reflect. A specific example is vehicle automation, which allows for drivers to stay disengaged
for long periods of time. The increased level of automation changes the driving patterns. The
federal government, transit agencies, insurance companies, fleet managers and family members
of young or elderly drivers are interested in understanding those changes in driving behaviors
which is challenging when out-dated information and methodologies are used.

Historically, driving simulators and naturalistic driving studies are the main sources of data
on driving behaviors. Simulator based studies provide tight control of driving contexts and allow
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for repetitive experiments; thus they provide a better data set from a classical statistical modeling
point of view. Naturalistic studies, on the other hand, allow for analyzing behaviors in a large
number of scenarios and do not assume any constrains on the driving situations experienced by
the participants. Both approaches have two major drawbacks. First is the cost of a study. A
typical research study involves at the most several dozen participants. Second, it takes several
years to set up a study to collect the data and analyze it. This long time frame means that data
collected and analyzed might get outdated due to changing vehicle technologies or demographics.
The data collection of the SHRP2 naturalistic driving study was completed in early 2014. The
data collection effort cost several million dollars and many of the analysis projects based on this
data are currently ongoing. Though, this driving study the largest and the most comprehensive
NDS ever undertaken, it only involved 2141 vehicles in six urban areas around the country [3].

At the same time, drivers generate data while using smartphone apps dedicated to collecting
data from vehicles and its surroundings. Continuous data collection using unobtrusive technol-
ogy, such as a smartphone, provides a viable alternative to study-based data collection. There are
several popular applications available for smartphones that are used by a large number of users
and collect very detailed data about driving behaviors. Data from those applications addresses
both of the issues mentioned about the simulator-based or naturalistic studies. Data is contin-
uously collected from a very large number of users, e.g. millions of people. Thus, the main
advantage of using observational data from smartphones are (i) orders of magnitude larger sam-
ple size, (ii) continuous data collections and the absence of the delay between formulating the
research question to obtaining analysis results. While data collection from smartphones is com-
mon, there are no existing efforts that demonstrate statistical learning models that can analyze
large-scale observational data sets.

In this paper we develop an analytical “pipeline” to annotate driving behaviors and to iden-
tify disciplined and abnormal driving behaviours. Our approach is unsupervised and does not
rely on any human-labeled samples. We rely on a large amount of data available for many road
segments in San Francisco to understand the distribution of driving behaviours and then identify
five distinct clusters of drivers.

The contribution of this paper lie in four aspects:

• We implement end-to-end processing and a statistical learning pipeline from the raw ob-
servations from smartphones to the distribution of driving behaviours, conditional on the
time of the day and the day of the week

• To the best of the authors’ knowledge, this is the first work using an unsupervised approach
to identify distinct driving behaviours using clustering algorithms from the smartphone
data

• We demonstrate our methodology using a sample of twenty one thousand trips in San
Francisco

• A distributed implementation of the statistical learning algorithms using Microsoft’s cloud
platform Azure.
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2 Related Work
Driving behavior analysis is an interdisciplinary field and has drawn increasing attention in the
recent decade, specifically in the context of vehicle automation [23]. An in-depth recent review
of the literature on driving style analysis frameworks is given in [27].

Traditionally, the main source of the data for the driving behavior analysis are naturalistic
driving studies (NDS). A usual NDS involves instrumenting a vehicle with data collection equip-
ment, such as video cameras and GPS. NDS participants usually do not have any specific in-
structions and thus, the data collected provides an unbiased view of how people actually drive in
everyday life. A large scale NDS has been recently completed by the National Highway Traffic
Safety administration and Virginia Department of Transportation [8]. Hundred vehicle partic-
ipated in the study and data on proximately 2 million vehicle miles was collected. One of the
largest NDS was performed under the second Strategic Highway Research Program (SHRP 2)
[3]. One of the analysis efforts based on this data studies the relationship between anger and
near-crash or crash risk [25]. That analysis showed that anger results in dangerous and aggressive
behavior. The anger state was estimated based on the reactions of the drivers to driving errors.
Another paper [13] analyzes the 100-car NDS for understanding the relations between demo-
graphic and personal characteristics with the driving behavior. Due to small number of crashes
observed in an NDS, several surrogate events, such as near-crasher are also used to understand the
safety metrics [13]. A framework for analyzing impacts of vehicle automation on driving behav-
ior was presented in [23]. The paper presents a modeling framework that incorporates driver’s
reactions to events inside and outside the vehicle. A methodology to measure the aggressiveness
of driving behavior is presented in [11].

Data collected from smartphone provides a viable alternative to naturalistic driving studies
[5, 12, 24]. Smartphone sensors typically have larger errors compared to dedicated instruments
used for NDS. A recent review of using a smartphone for driving data collection is presented
in [10]. Machine learning techniques allow for extraction of several types of events from cell
phone data. Discriminative machine learning algorithms were developed in [28]. Data from 4
drivers from Candrive study was used to create a metric, called driving signature. This metric
is used to distinguish one driver from another based on velocity, acceleration and route choices.
In [7] authors used data mining techniques to extract 159 different features, from smartphone
data, that can be used to distinguish one driver from another. An in-depth review of machine
learning and artificial intelligence techniques for analyzing driving behaviours is presented in
[21]. Another set of machine learning techniques was developed in [14] to analyze and predict
aggressive driving behaviours. An advanced Dynamic Time Warping (FastDTW) was used in
[19] to recognize the vehicle steering based on the accelerometer and gyroscope measurements.
An algorithms for estimating acceleration by fusing GPS and accelerometer measurement was
proposed in [30, 6]. An analysis similar to ours was performed by [28]. Authors used data
from 14 older drivers to find similarities between pairs of drivers. Data from Norway was used
to identify driving clusters [22]. Four distinct clusters of drivers were identified based on the
survey of 1731 drivers. Older drivers are of particular interest. Different slowly progressing
diseases such as Alzheimer’s can lead to significant decrease in driving abilities. An predictive
model for identifying potential drivers with dementia was developed in [9]. A detailed analysis
of deceleration behavior based on data from one driver was presented in [29]. Data from Candrive
project was analyzed and two district phases of deceleration (before 27.5 km/h and after) were
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were identified. In smartphone-based studies, it is also typical to combine phone sensor data with
the data from Controller Area Network Bus (CAN-BUS) [4]. The CAN data is retrieved via the
On-Board Diagnostics (OBDII) interface, which has been available on all of the new vehicles
sold in the US since 1996. Another advantage of smartphone includes availability of significant
computing power and Internet connection. Thus, it makes it possible to use smartphones for
real-time applications [2].

3 Data Pre-Processing
In this work we are interested in using data collected from smartphone sensors to understand
the district driving behaviours among the San Francisco drivers. Privacy considerations and lack
of ground truth data prevent us from using supervised learning approaches. Thus, the unsuper-
vised learning is the required approach for our data set. Our data was provided by an internet
of things (IOT) startup company called Nexar. This company develops an app used by tens of
thousands of drivers in the US to record data from phone sensors, including GPS, accelerometer,
gyroscope and camera used as a dashcam. The data is continuously transferred from the phone
to the company via mobile connection and is logged by the company on their data servers. The
main offering is an AI dash-cam mesh network that will alert drivers in real-time with warning
to dangers on the road based on the camera’s vision and community alerts from other drivers.
The app provides alerts of upcoming traffic changes and urgent warnings to drivers to help them
avoid accidents.

A data set of rides from June 2016 was provided for analysis. Company’s software stores
“rides” which are driver sessions with the app running in the background and don’t necessarily
correlate to a single ride. Data for each ride is broken down into different sensor files. GPS,
accelerometer, magnetometer, CoreMotion and gyroscope sensor measurements were provided
by ride with varying measurement frequencies. GPS and magnetometer are measured at 1Hz
while accelerometer, gyroscope, and CoreMotion measurements are collected at 10Hz.

Speed and Acceleration To address the issue of noisy accelerometer and GPS-measured speed
data, several filtering techniques were applied. After comparing the results from the `1-trend filter
[17], total variational denoisising [26], and the moving average filter [15], we have chosen the
latter one. Moving average filters with 1 second time window were applied to the accelerometer
and gyroscope data. Moving average filters were also suggested in the previous work [7, 19]. The
processing for each sensor varied, and we will briefly describe some of the transformations needed
to make use of them.

The accelerometer measures three directions of force along the X, Y, and Z-axes. Accelera-
tion values for each axis are reported directly by the hardware as G-force values. Therefore, a
value of 1.0 represents a load of approximately 1-gravity (Earth’s gravity). The Y-axis goes along
the tall side of a screen and the Z-axis goes “through" the phone perpendicular to the screen sur-
face. Thus, when the phone is placed on dashboard a with camera facing the windshield, the
Z-direction corresponds to the longitudinal movement of the vehicle. To understand which axes
corresponds to the lateral movement of a car, we need to understand the phone’s rotation which
was not available. Thus, we the took second most dominating signal near road intersections and
treated it as lateral movement axes. For example, Figure 1 shows Y-axes plotted on the map.
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see from figure 4, our Z variable changed in intensity with changes in speed, which you would 

expect. While X seemed not to change much as drivers moved about the city, which seems 

strange. Y changed 

intensities as drivers moved 

around corners. Figure 5 is 

a map plot from a single 

ride. The marks are colored 

from blue to orange by the 

intensity of Y vector 

from the accelerometer.  

It’s now clear that Y was capturing the side-to-side maneuvers of the vehicle. This whole 

transformation in interpretation of sensors was the result of putting the phone in landscape mode, 

which seemed to be the primary way drivers used Nexar’s dashcam. This transformation seemed 

to be consistent across the dataset. 

Figure  

Figure 5 – a drive around SF with marks sized by speed and colored by Y 

Figure 4 

Figure 1: Y-component of the acceleration signal. Gray is modest acceleration, blue is modest
deceleration. Orange is rapid deceleration.

It is clear that Y was capturing the side-to-side maneuvers of the vehicle. This whole transfor-
mation in the interpretation of sensors was the result of putting the phone in landscape mode,
which seemed to be the primary way drivers used the app. This transformation seemed to be
consistent across the dataset.

Speed was a much cleaner variable. It is measured every second by the GPS and produces
much smoother changes overtime. The speed data closely aligned with real world expectations.
Faster speeds were found on highways with slower speed mostly found on local roads.

Location Data Our unit of analysis was a road segment and the goal is to understand the dis-
tribution of driving behaviours for each of the road segments for which enough data is collected
to make statistically rigorous conclusions. While phone GPS location measurements are good
enough for most daily tasks, they are not accurate enough for quality road positioning. A phone’s
latitude and longitude measurements are routinely found in unexpected locations.

We had to address the problem of map matching [20]. The goal of map-matching is to infer
a map feature (point or line) associated with a sequence of GPS measurements. The measure-
ment error is the error in estimated coordinates and associated time step. The error in positional
GPS measurement can be described by a bivariate normal distribution [18]. The typical error
in augmented GPS measurements is in the range between eight and two meters [2]. The sam-
pling error introduces uncertainty of vehicles position in between the measurements. The task
of assigning a single GPS point (as in navigation applications) or a sequence of GPS points (as in
post-processing applications used in travel modeling) to a set of map features is called the map
matching problem. The goal is to infer the actual location on the map, that the traveler visited
based on the noisy latitude, longitude and possibly speed measurements from GPS, and in the case
of post-processing, to have the trajectory resolve into a consistent route through the transporta-
tion network. Both measurement error and infrequent sampling rate require attention while
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Figure 1 - GPS point in improbable location 
 

Since we plan to compare a driver’s behavior to road norms it is extremely important to 

be sure that the road we are assigning her measurements to is actually the road she is on. To 

correct for some obviously impossible results we leveraged Google’s snap to roads API. This 

API takes a set of up to 100 GPS values and returns the highest likelihood points that correspond 

to each reading. This helps correct off-road points as well as points that improbably dart around 

intersections jumping from one road segment to the other. The Accelerometer is also notoriously 

sensitive picking up a lot of noise generated by the phone’s natural environment. Our resampling 

method to generate measurements each second instead of 10 times a second greatly reduced this 

and we were happy with the results. 

In an Azure cloud machine processed 20,760 log files and made 30M + API calls, 

resulting in a 5TB database of over 10M unique latitude and longitude pairs.1 With so many 

unique latitude and longitude pairs we didn’t have the density to compare drivers in exactly the 

same location. Instead we opted to plot those measurements on street segments, which would 

produce the needed measurement density. In the future as Nexar continues to scale our work they 

                                                
1 Without a $250K grant from Microsoft we would not have been able to complete this 
project. The data processing, storage and compute resources needed greatly 
surpassed what the RCC made available to us.  

Figure 2: Incorrect GPS location measurement.

developing map-matching algorithms. We used Google Maps Roads API [1], which allows us to
access map-matching function. This API takes a set of up to 100 GPS values and returns the most
likely points that correspond to each reading. This helps correct off-road points as well as points
that improbably dart around intersections jumping from one road segment to another. The ac-
celerometer measurements notorious for having high levels of noise. Our resampling method to
generate measurements each second instead of 10 times a second greatly reduced the noise to a
satisfactory level for further analysis.

In an Azure cloud machine, we processed 20,760 log files and made 30M+Google API calls,
resulting in a 5TB database of over 10M unique latitude and longitude pairs. Given the amount of
data, we had a large number of samples for almost every major road and freeway in San Francisco.
Further, for many road segments we had enough samples (more then 40 trips) for each 30 minute
interval during rush hour and were able to model the distributions conditional on the time of
the day.

4 Empirical Results
With processed data in place we begin to evaluate if our data would be complete enough to pro-
duce good street level norms that could be used to flag abnormal driving behaviors. We looked
at identifying the type of road solely on the basis of our sensor data. Figure 3 shows the result
of our first unsupervised clustering algorithms. Here, we can see that highways are covered with
red and orange dots while the dots around downtown San Francisco are colored blue and green.
Our unsupervised learning algorithm can clearly distinguish highway driving from city driving.
Figure 3.
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Speed was a much cleaner variable. It is measured every second by the GPS and produces 

much smoother changes overtime. The speed data closely aligned with real world expectations. 

Faster speeds were found on highways with slower speed mostly found on local roads.  

With processed logs in place we begin to evaluate if our data would be complete enough 

to produce good street level norms that could be used to flag abnormal driving behaviors. We 

looked at identifying the type of road solely on the basis of our sensor data. The map below is the 

result of our unsupervised clustering algorithms. 

Here we can see that highways are covered with 

red and orange dots while the dots around 

downtown San Francisco are colored blue and 

green. We clearly show that our sensor data pics 

up on the varying conditions in different parts of 

the city and are highly predictive of road type. 

This was our first indication that we had enough 

traffic data to produce solid results. 

After we understood how to make sense of 

the underlying sensor data we developed a 

benchmark table. This set of norms was first 

calculated on individual latitude and longitude pairs 

and then was expanded to road segments. These 

norms will help us understand the overall 

Figure 6 

Figure 7 

Figure 3: Clustering of driving behaviors on individual road segments. Each road segment is
colored according the cluster it belongs to, i.e all road with blue circle belong to the same cluster.

Next, we find the distributions over the driving behavior parameters for individual road seg-
ments and use those to distinguish “good” drivers from aggressive ones. Using this data, we then
clustered the drivers to uncover group trends.

We looked at the within group sum of squares, as shown in Figure 4 to understand the optimal
number of groups.
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characteristics of roads and grade the individual drivers, flagging them on their extreme 

behaviors.  We used this set of norms to rank drivers in terms of speed, acceleration and 

horizontal maneuvering.  Using this data we then clustered the drivers to understand any group 

trends. 

 

 

Figure 8 

We looked at the within group sum of squares to understand the optimal number of 

groups. We initially used 6, but found that 5 actually produced more distinct clusters. Users were 

broken into 5 distinct clusters based on our classification of the user’s behaviors on the road. 

Additional details like age, gender, and past incidences would be helpful for clustering, but were 

unavailable as Nexar only provided us with anonymous driver IDs. Originally we thought that 

there would be a group of users who would be classified as consistent speeding offenders and 

would simply flag the user as outside the norm based on our classification. However this group 

was not flagged during our clustering there was no "lead foot cluster" as we normally think of 

traditional drivers. We found drivers are more readily classified by their general driving 

maneuvers picked up by the accelerometer and gyroscope (Xinhua Liu 2017). The largest cluster 

Figure 4: Dependence on variance reduction from number of clusters.

We initially used six clusters, but found that five actually produced more distinct clusters.
Users were broken into five distinct clusters based on our classification of the users’ behaviors on
the road. Additional details like age, gender, and past incidences would be helpful for clustering,
but due to privacy, those were unavailable. Originally we thought that there would be a group
of users who would be classified as consistent speeding offenders and would simply flag the user
as outside the norm based on our classification. However this group was not flagged during our
clustering. There was no "lead foot cluster" when we normally think of traditional drivers. We
found drivers are more readily classified by their general driving maneuvers picked up by the
accelerometer and gyroscope [19]. The largest cluster in our data set were users that by in large
conformed to road norms, not accelerating quickly or taking sharp turns. The drivers in Cluster
4 tended to drive slower than the norm. Knowing this we also observed that users with this group
also had a behavior pattern associated with rapid breaking. Users in this group preferred to ride
slow and were conservative with their surroundings. Further analysis would have to be done to
understand what was the root cause of these behaviors and relationships. Did users in this group
have issues with their car? Is this traffic related? Figure 5 shows a selection of rides from cluster
4 drivers - they tended to be slower than average.
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Figure 5: Selected acceleration trajectories of drivers from cluster 4, who tend to drive smoother
and slower then average. Red color corresponds to smooth acceleration.

Cluster 3 was the opposite extreme of cluster 4. These drivers were very aggressive. As we
mentioned earlier, there was no large "Speeding class", but Cluster 3 came close. Drivers in
this group were very quick to accelerate as well as decelerate. This kind of jerky motion can be
linked to higher risk of accidents [16]. These drivers are more likely to aggressively tailgate and
accelerate too suddenly. For the most part these drivers stayed within the confines of the speed
limit. However, they were very aggressive in maximizing their speed to the limit. We see this by
the aggressive changes in both X and Y components of the accelerometer measurements.
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(a) Aggressive behavior (b) Not aggressive behavior

Figure 6: Two examples of individual speed trajectories for drivers from cluster 3.

Figure 6 shows individual rides from cluster 3. The aggressive driving behavior is not present
in every trip for drivers from cluster 3 (panel (b) on Figure 6). Some trips were closer to the trips
from the cluster 4 (the baseline). However, when observed on another trip the same driver (panel
(a) on Figure 6) does drive aggressively. This change in the level of aggressiveness can possibly be
explained by the surrounding traffic conditions, e.g. in dense traffic a driver does not have enough
space for rapid acceleration/deceleration. This shift in behavior requires further analysis.

The drivers in Cluster 2 tended to decelerate faster than normal. It’s unclear what was the
root cause of this behavior. One possibility is that they were closely tailgating other drivers in
bumper-to-bumper traffic. Another differentiating factor of Cluster 2 is the way they turn, we
saw a lot more extreme lateral accelerometer forces from them indicating they turn sharply.

Let’s review an individual rider from cluster 2, focusing on the Y accelerometer values. We
observed that when users make left turns they tend to stay in the red range while users turning
in the right direction tended stay in blue color range. This is an indication of sharp turns in both
directions. Figure 7 shows the Z value of the accelerator.

10



Figure 7: Longitudinal acceleration of a driver from cluster 2.

This behavior shows that the user constantly used his breaks. One possible explanation is
that users are in heavy traffic and require constant tap and go. Looking further at the user’s
speed, we see that the hypothesis is supported based on the behavior. The average speed in San
Francisco is 25 mph and the users never never rose above 22 mph. This is a clear indication
that traffic condition were heavy. It is also important to note that this cluster has extremely
similar behaviors to that we see is cluster 4. However, the major difference is tight turns in the Y
dimension. If we were change the number cluster from 5 down to four, then these groups would
merge into one.

5 Discussion
We demonstrated how to use unsupervised learning to identify distinct driving patterns from
a large scale observational data set collected form users’ smartphones. Specifically, we used ac-
celerometer, GPS location and gyroscope measurements to create a user profile. We were able
to create the ranking profile of each user by identifying the norms of the population identifying
scenarios that each user didn’t confirm the norm. After profiling all of the users we performed
cluster analysis to identify various driver groups. We found that five cluster tended to be the best
way to cluster the population

After examining each group, we found user behavior in the city of San Francisco can be clas-
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sified into distinct groups such as aggressive drivers, conservative drivers and conservative drivers
who make aggressive turns.

There are many directions for future research. The same smartphone app is used to record
videos that are further analyzed by the company to identify crash and near-crash events. Under-
standing the relationship between everyday driving styles and proneness to accidents will lead to
better understanding of the possible safety implications of aggressive driving. The data set col-
lected from smartphone users suffers from a bias issue. Most of the users are ride share drivers,
e.g. Lyft and Uber. Understanding the demographics of the users on an aggregate level will allow
for the development of statistical methodologies to correct for bias. As we mentioned earlier,
some of the driving behaviors can be explained away by traffic conditions. Changing statisti-
cal learning models so that traffic is accounted for will allow to further investigate the relations
between traffic, driving behavior and safety. Lastly, the data set collected from app users pro-
vide a large but “shallow” sample. We do not have any sociodemographic characteristics about
the drivers. To better understand the relations between socio-demographic characteristics, driv-
ing experience and driving behavior, some data fusion methodologies need to be developed that
combine data from naturalistic driving studies and observational data from smartphones.
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