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utonomous driving (AD) is a 
complex f ield and requires 
a wide range of competen-

cies of scientists and engineers 
involved in the mobility domain. 
Finding the best-suited and most 
attractive field and developing 
the right competencies for it de-
mands an early understanding 
of and interaction with the field. 
The Bosch Future Mobility Chal-
lenge (BFMC) is a competit ion 
created to provide students with 
a platform to interact with all AD 
domains and to develop and test 
their algorithms in an environ-
ment simulating a real city, using 
1/10-scale model cars. This article 
presents an overview of the com-
petition, its development, and its 
impact on the main stakeholders, 
i.e., the participants and the aca-
demic environment.

AD is on the way to becoming a 
reality, fueled by rapid advances in 
wireless communication, sensor 
technologies, and artificial intel-
ligence. Self-driving vehicles will 
change current transportation 
systems, making them more effi-
cient, safer, and greener by relying 
on electronics for the implemen-
tation of tasks, such as avoiding 

obstacles, crossing intersections, 
detecting traffic signs and cross-
walks, and navigating through 
cities [1]. These intelligent func-
tionalities can be grouped into 
four major classes, namely, sen-
sors, perception and scene un-
derstanding, behavior and mo-
tion planning, and vehicle control 
and actuation [2]. These require 
a special set of competencies for 
scientists and engineers involved 
in their development. Self-driving 
cars are complex systems, requir-
ing that the people working in the 
AD field on their design and de-
velopment have competencies in 
different engineering disciplines, 
such as mechanical engineering, 
electrical engineering, and com-
puter science.

Practice has shown that the 
structuring and decomposition of 
such system complexity and the 
management of the issues brought 
by real-life implementations are 
challenging tasks for students 
[3]. Therefore, training centers, 
universities, and the industry 
should adapt to these new require-
ments and prepare their students 
and associates entering the AD 
field. This requires investment 
in educational activities and the 
adaptation of curricula for rais-
ing interest in AD technologies. 

Currently, various companies, in-
cluding Bosch and Microsoft, are 
investing in AD technologies edu-
cation, ref lecting the increased 
interest in this domain. However, 
there is a wide range of challenges 
associated with training in the 
AD field. One category consists of 
defining efficient ways of dealing 
with sensors, perception, localiza-
tion and mapping, path-planning 
activities (both local and global), 
vehicle control, and communica-
tion [vehicle-to-vehicle (V2V) and 
vehicle-to-everything]. Others are 
related to the integration of hard-
ware and software into the ve-
hicle’s self-driving algorithms, 
testing and evaluation strategies, 
and assessment of the limita-
tions of AD systems [4]. Having 
this in mind, the Bosch Engineer-
ing Center, Cluj-Napoca, Roma-
nia, launched BFMC (https://bos
chfuturemobility.com/) in 2018 
with the goal of providing a frame-
work for students to develop com-
petencies in the AD field.

BFMC is an international tech-
nical competition where teams of 
up to five students, mentored by a 
university faculty member or re-
searcher, implement AD function-
alities on 1/10-scale model cars in 
an environment simulating a real 
city. The car kits, built using open 
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source hardware and software mod-
ules, are provided by the organiz-
ers for each team admitted into the 
competition. They are affordable and 
scalable platforms based on the Rasp-
berry Pi (RPi) camera for sensing, an 
RPi single-board computer (SBC) as 
the cognitive part for movement plan-
ning and mapping, and an STM32 Nu-
cleo board as the controller for low-
level functions, such as steering and 
moving forward or backwards. These 
components can be complemented 
by other electronic devices, such as 
ultrasonic sensors or more powerful 
data processing units, within certain 
limits, if a team desires.

After more than six months of de-
velopment, during the competition 
finals, the autonomous vehicles are 
required to navigate in a city-like 
environment that includes several 
road signs, intelligent traffic lights, 
a complex digital map, crosswalks, 
moving pedestr ians and vehicles, 
and a video-based localization sys-
tem. The road elements are made up 
of a highway, city streets, a round-
about, parking places, and a ramp. 
The self-driving cars have to be pro-
grammed so that they complete the 
tasks given by the organizers within 
two challenges: a technical run and 
a speed run. During the techni-
cal challenge, the vehicles have to 
reach and pass designated obstacles 
on the map with as few mistakes as 
possible. During the speed run, the 
vehicles have to reach a point on 
the map and return to the starting 
point as fast as possible while obey-
ing traffic rules. The challenge has 
evolved over time, starting from a 
local competition in 2018, where 
teams only from Cluj-Napoca par-
ticipated, to an international one, 
which received submissions from 
more than 10 countries for the cur-
rent 2021 edition. This year’s event 
also marks the beginning of a col-
laboration with the IEEE Intell i-
gent Transportation Systems Society 
(ITSS) that will further increase the 
relevance and quality of the compe-

tition within the academic and in-
dustrial communities.

Competition
As we want the competitors to touch 
all of the AD aspects and use a cross-
discipline architecture, each aspect 
requires a very different set of skills. 
We shaped the competition setup to 
cover all four AD-related aspects: 
sensing, perception and scene under-
standing, behavior and motion plan-
ning, and vehicle control and actua-
tion. On the platform that we give to 
the students, we have already includ-
ed a big part of the sensing and actua-
tion modules through our basic soft-
ware and car kit hardware. However, 
the participants have the freedom 
to change, add, or remove any part, 
adopting whatever solution they may 
find more fitting for the team activity 
(while still respecting the competi-
tion requirements).

A big problem the teams have to 
face on the sensing side (which we do 
not make available) that even we, as 
drivers, struggle to face, is associated 
with intense lighting changes. Add-
ing noise-cancelling filters on their 
perception sensors is necessary to 
ensure that the perception layer will 
process the right information.

Since the camera is the main, most 
accessible, and most general sensor, 
many participants consider percep-
tion and scene understanding as the 
primary and most visible layer in 
AD, concentrating many resources 
on this. In our competition, they 
touch this topic in almost all of our 
challenges, i.e., when detecting the 
road marking, the traffic signs and 
traffic lights, traffic participants 
(such as static and moving cars or 
pedestrians), and other traffic ele-
ments (in our case roadblocks and 
highway separators).

Another very important layer, 
though not as visible at first glance, 
is behavior and motion planning. The 
capabilities of these algorithms are 
tested as students are planning their 
next move at an intersection based 

on the desired destination, as they 
are deciding when the car in front 
should be overtaken while respect-
ing road marking restrictions, and 
as they are deciding whether stay-
ing in the lane or braking because of 
a pedestrian is more important. All 
of these topics have to be associated 
with a categorization of importance, 
fail-safe features, parallelization 
of the software, and a well-defined 
software architecture.

The last but not least layer, which 
is most visible to the outside world, is 
vehicle control and actuation. How 
well can the car stay on the road? Can 
it adapt its speed to the radius of the 
next curve? What about the car cruis-
ing uphill or downhill? Will the car 
be able to park within the limitations 
of this parking spot? What happens if 
the other car did not park within its 
limits? All of these are questions stu-
dents have to answer through their 
chosen control method.

Requirements
As noted previously, each team has to 
complete two different types of runs 
on the track: a technical and a speed 
run. On both runs, all of the traffic 
rules apply (these are also included 
in the competition regulations).

To encourage the participation of 
both returning and new teams, a dy-
namic point system was adopted for 
the technical run with the purpose of 
giving the competition more modu-
larity, multiple run possibilities, and 
freedom of choice. There is a series 
of small, specific scenarios on the 
competition track that are divided 
into two categories: mandatory and 
optional. Failure to complete all of 
the mandatory scenarios (reacting to 
a pedestrian on the crosswalk, over-
taking static cars, parking in a desig-
nated spot, navigating at traffic lights 
intersection, and passing a ramp) 
results in no points on the specific 
run. Completing all of the optional 
obstacles (reacting to a pedestrian 
in an unsigned area, navigating on 
a highway and overtaking a moving 
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vehicle, navigating in a roundabout, 
tailing a vehicle, turning right/left at 
an intersection based on a road block, 
and reaching the finish line) demon-
strates enhanced team capabilities 
and results in additional points and 
an advance in the ranking.

What We Offer
■■ A ready-to-use car kit for develop-

ing an autonomous solution: Each 
team receives a 1/10-scale elec-
tric car kit for participating in the 
challenge. The car kit, composed 
of the hardware and software plat-
forms, is handed over to the par-
ticipating teams assembled, ready 
for the development and testing of 
autonomous algorithms.

■■ A complex environment imitating 
real-life scenarios (the racetrack): 
The challenge is organized on the 
custom-built racetrack, where the 
participants can demonstrate the 
performance of their approaches. 
The racetrack aims to reflect many 
real-life scenarios for autonomous 
vehicles, like parking spots, city 
streets, and highways.

■■ A digital twin of the racetrack for 
testing: This simulated environ-
ment is a replica of the elements 
proposed by the challenge’s sce-
narios. It is designed to help the 
participants in developing, evalu-
ating, and debugging their algo-
rithms.

Hardware Platform
Our goal was to create a car kit that 
was ready to use for developing au-
tonomous functionalities. We want-
ed to provide an easy-to-understand 
and f lexible system that could be 
fur ther modi f ied. Each team re-
ceives a fully assembled kit, which 
is already f lashed with the basic 
software version.

The platform is built using one 
STM32 Nucleo F401RE microcon-
troller and one RPi 4B SBC as the main 
processing components. The sensors 
premounted on the car kit include a 
Raspberry camera v2, an AMT103 

encoder, and a BNO055 smart sen-
sor. The actuators are a brushed dc 
motor and a servomotor, where the 
servomotor controls the car’s steer-
ing system and the dc-brushed motor 
manages its linear movement. The 
dc motor is driven by a VNH5019 mo-
tor driver, which receives commands 
from the microcontroller, while the 
AMT103 encoder is used to provide 
a feedback loop and determine the 
dc motor’s rotation speed. Therefore, 
the AMT103 encoder has a mechani-
cal connection with the motor. The 
BNO055 is a smart sensor with ac-
celerometer, gyroscope, magnetom-
eter, and orientation software that 
can provide data related to the car’s 
movement and heading. We designed 
two printed circuit boards: a carrier 
board for BNO055 and a power dis-
tribution board. The former provides 
the communication and power con-
nections for the BNO055 integrated 
circuit while the latter takes care of 
supplying a proper voltage for each 
electrical component of the car. The 
connections among the hardware ele-
ments are presented in Figure 1.

Software Platform
We offer open source tools, examples, 
and guides for the participants to help 
in the starting steps. These resources 
help them control the car and imple-
ment the interaction with the sensors 
and actuators. The given software 
tools have a layered architecture, as 
displayed in Figure 2. The lower layer 
runs on the microcontroller and has 
the role of controlling the dc mo-
tor and the servomotor. This layer is 
named the output layer. The higher 
layers like sign detection, path plan-
ning, and decision making run on the 
SBC. The microcontroller accepts ex-
ternal commands through asynchro-
nous serial communication (UART), 
which connects it to the SBC.

The microcontroller also grants 
direct interfaces to the connected sen-
sors or drivers, such as the encoder 
and the motor driver. We integrated 
a control-loop mechanism to stabilize 

the rotation speed of the motor, where 
a proportional-integral-derivative 
controller drives the dc motor based 
on the encoder’s measurements. In 
addition, a linear converter is imple-
mented to control the steering system 
through the servomotor. In this way, 
higher-level tools manage the car’s 
linear speed or front-wheel rotation 
by sending a simple message to the 
microcontroller based on the deci-
sion-making modules.

The higher-level tools are also 
open source software components 
running on the RPi. This solution en-
ables the participants to easily cus-
tomize their projects. In Figure 2, the 
preintegrated tools are depicted with 
orange containers on the input layer. 
These software components provide 
interfaces to the car’s sensors, the 
infrastructure, and other cars. Each 
tool has a different purpose, but they 
can also be integrated into a single 
project, maintaining the flexibility 
and modularity of the project. The fol-
lowing software components are also 
integrated: a car tracker, camera han-
dler, traffic light tracker, GPS tracker, 
and BNO055 listener. The purpose of 
the car tracker is to acquire the posi-
tion and orientation of other cars on 
the track by interacting with the lo-
calization system. The GPS tracker 
aims to obtain car coordinates based 
on the indoor localization system, 
in a manner similar to the one pro-
vided by a real-life GPS. The camera-
handler component grants access 
to images from the RPi camera. The 
BNO055 listener is an interface to ac-
quire measurements from the smart 
sensor, like acceleration, rotation, or 
orientation, while the light tracker 
communicates with the traffic lights 
to determine their current state.

Racetrack Environment
To create a smart city-like infrastruc-
ture, we make a series of open source 
tools available for the students, which 
include their respective application 
programming interfaces and guides 
for how to use and test them. The tools 
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touch the topics of secure communi-
cation, server validation, package de-
scription, and information speed and 
accuracy. These systems consist of 
a camera-based localization system 
(which simulates real-life GPS), V2V 
communication and vehicle-to-in-
frastructure communication, smart 
traffic lights, and a traffic monitor.

The localization system is com-
posed of a series of RPi computers 
connected to a server via the Robot 
Operating System platform [5], [6]. 
With the help of cameras, the RPis 
detect the ArUco (minimal library 
for Augmented Reality applications) 
markers (which are placed on top of 
the cars) to generate coordinates and 
rotation in the frame view and com-
municate them to the server. The 
server knows the position and rota-
tion of each camera, transposes the 
coordinates of the quick response on 
the camera frame to the track coor-
dinates, and shares them with the 

respective clients (competitors’ cars). 
The information is used for planning 
the car path based on its objectives.

For the case of the V2V communi-
cation, the moving obstacles (iden-
tical to the competition vehicles) 
broadcast their own ID, coordinates, 
and rotation on the network via User 
Datagram Protocol (UDP) messages 
(for increased communication speed). 
This information is used by the com-
petitors to validate information like 
the presence in the intersection of 
other cars, the overtaking of cars, or 
the speed of the cars on the track.

For the case of the V2V communi-
cation, there are two options. On the 
smart traffic lights side, a similar ap-
proach to the V2V communication is 
used: the traffic lights stream their 
IDs and state on the network via UDP 
messages. On the competitors’ cars 
side, the traffic monitor is used so 
that they send the coordinates of each 
encountered obstacle to the server. 

The data in this case are also used for 
the evaluation of the team run.

For environment control, monitor-
ing, and evaluation, we developed a 
competition application named Mas-
terix. The application, together with 
other automatic systems on the track, 
such as a moving pedestrian and a 
stopwatch, ensures that no human 
interaction is necessary during the 
runs. Through this application, the 
entire map is seen from a bird’s-eye 
view. The cars on the track are dis-
played with the coordinates taken 
from the localization system, and the 
states of the traffic lights are shown 
with the states they stream on the net-
work. The time of the car on the map, 
activated/deactivated by the remote 
stopwatch, is also displayed. The po-
sition of the pedestrians and the traf-
fic signs can be set and changed using 
the same application. It can also con-
trol the cycle times of the traffic lights 
and activate the movement of the 
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pedestrian. The view from the applica-
tion is also used to display the general 
overview to the audience for a better 
understanding of the team run.

Digital Twin
Many teams struggled on their first 
face-to-face encounter with our track 
due to the fact that the entire environ-
ment was not well understood and re-
produced. Omitting some aspects, the 
challenges included the track dimen-
sions, the differences in lighting, how 
all of the communication components 
could be used, how the entire com-
munication works, and how to test 
their overall control algorithms. With 
the purpose of offering the students a 
replica of the entire competition en-
vironment and infrastructure, a Ga-
zebo open source simulator, presented 
on the left of Figure 3, is provided. 
The simulator was developed fully 
in-house (3D models, textures, func-
tionalities, interfaces, and plugins). 
The teams can use it to test the overall 
car performance without the need to 
build a physical competition replica. 
The simulator is also easily adjustable 
based on the needed testing/develop-
ment case: each class of elements can 
be imported only when needed, the 
graphic user interface can be deacti-
vated, and there is a recording mode 
for when the users want to register the 
car run.

Impact
After four editions, which grew in 
terms of the geographical distribu-
tion of the invited teams as well as 
the number of students and teams in-
volved, the impact of the competition 
in the academic world has started to 
be more visible. The results are fol-
lowing our vision of contributing to 
the transformation of education to-
ward the future of work in autono-
mous mobility. An international and 
diverse background among the par-
ticipants is mandatory for ensuring 
an environment that fosters growth. 
To support this, our competition has 
grown every year—starting with a lo-
cal 12-team competition in Cluj-Nap-
oca in 2018 to a European-wide one in 

2021 with 50 accepted teams from 10 
countries (Figure 4).

For the participants themselves, 
the competition is a fast-lane development 
opportunity in terms of technical and 
nontechnical competencies. Work-
ing in teams for six months, the stu-
dents are responsible for technical 
development; project management; 
interfacing with other teams, their 
university mentors, and organizers; 
and creating promotional materials 
and promoting their teams. The com-
petition is a research and educational 
program in itself. Fun is another very 
important aspect that we emphasize. 
Things are don’t stop here though: 
we encourage participating students 
to use their results as bachelor’s or 

(a) (b)

FIG 3 The (a) simulator and (b) real-track view.

FIG 4 The geographical distribution of the BFMC2021 teams.



master’s degree projects and even as 
a start for their Ph.D. degree theses. 
Many have presented their BFMC re-
sults as bachelor’s or master’s theses, 
and a few have written scientific arti-
cles presented at student conferences 
or have become mentors, as alumni, 
while working toward Ph.D. degrees. 
A selected few were invited by their 
university mentors to remain in their 
universities after graduation to teach 
programming courses.

Such a competition can create deep 
changes in universities when academ-
ic mentors believe in it and see it as a 
chance to steer their research and aca-
demic activities toward challenging, 
future-oriented AD topics. From trans-
lating the competition requirements 
into the structure of new courses to 
adopting AD as a new research direc-
tion, the challenge is laying a strong 
foundation in the academic world.

The necessary step for increas-
ing the recognition and impact of the 
competition is the partnership with the 
IEEE ITSS, established in 2021 for an 

indefinite period, where the two part-
ners have assumed the responsibility 
to develop new benefits for the partici-
pants and promote the event together. 
Among these benefits are providing 
workshops and additional educational 
components as well as access to pub-
lishing the participants’ work in IEEE 
conference proceedings or journals.

Our students make this competition 
a success. Therefore, we briefly list a 
few technical approaches of the partici-
pant teams—approaches that we have 
enjoyed during the three previous 
editions. Each team chose to focus on 
the direction its members found most 
important and best-suited for their 
ideas and components while opting for 
basic solutions in other areas. The ap-
proaches were very diverse, and some 
were similar to solutions found in real-
life AD vehicles: parallel hardware pro-
cessing on field-programmable gate 
array for image recognition, parallel 
processing on CPU, parallel processing 
on the graphic board (CUDA), heat maps 
for road markings, machine learning 

for traffic elements, complex and adap-
tive packages for better improvements 
over time, and a focus on redundancy 
and fail-safe features.

BFMC started as a framework for 
students to develop future competen-
cies for AD and as a vision to impact 
the academic world at a much deeper 
level. After four editions, we can say 
that the results confirm we are on the 
right track, and we are glad to be able 
to continue this success story.
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