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ABSTRACT

Gammachirp filterbank has been used to approximate the

cochlea in sparse coding algorithms. An oriented grid search

optimization was applied to adapt the gammachirp’s param-

eters and improve the Matching Pursuit (MP) algorithm’s

sparsity along with the reconstruction quality. However, this

combination of a greedy algorithm with a grid search at each

iteration is computationally demanding and not suitable for

real-time applications. This paper presents an adaptive ap-

proach to optimize the gammachirp’s parameters but in the

context of the Locally Competitive Algorithm (LCA) that

requires much fewer computations than MP. The proposed

method consists of taking advantage of the LCA’s neural ar-

chitecture to automatically adapt the gammachirp’s filterbank

using the backpropagation algorithm. Results demonstrate an

improvement in the LCA’s performance with our approach

in terms of sparsity, reconstruction quality, and convergence

time. This approach can yield a significant advantage over

existing approaches for real-time applications.

Index Terms— Gammachirp, Sparse coding, Locally

Competitive Algorithm, Spikegram, Backpropagation algo-

rithm, Real-time application.

1. INTRODUCTION

Sparse code generally refers to a representation where a small

number of elements from a potentially over-complete dictio-

nary are chosen to approximate a signal. It usually gener-

ates shift-invariant representations of a given input signal with

good preservation of transients and other non-stationary ele-

ments [1]. Most of the proposed sparse coding algorithms use

a greedy approach such as matching pursuit (MP) or one of its

derivatives [2–6]. However, these approaches are very diffi-

cult to implement on parallel hardware. More recently, sparse

code generators based on neural circuitry have emerged in the

literature ( [7–12] among others). These neural-based archi-

tectures are much easier to implement and less computation-

ally demanding than greedy methods.

One such approach is the Locally Competitive Algorithm

(LCA) [7]. It encodes/decodes a given signal with the small-

est number of active neurons possible thanks to the lateral

inhibition. It was initially developed for image and video

processing using Gabor filters, then for audio signals using

gammatone/compressive gammachirp filters [11,12]. The pa-

rameters of these filters are fitted to the simultaneous noise

masking data [13] which are composed of sinusoidal signals

in the presence of noise. However, this dataset does not repre-

sent all types of audio data like speech, music, etc. Therefore,

compressive gammachirp filters need to be adapted depend-

ing on the acoustical environment.

In that context, we propose an adaptive version of LCA

that optimizes the gammachirp’s filterbank. Adapting the

gammachirp function was proposed by Pichevar et al. [1]

in the context of MP using a suboptimal grid search [14].

Because of the high computational demand of a standard grid

search, the frequency modulation parameter—also called

the chirp parameter—was prioritized over other parameters.

However, the optimization is still quite demanding as the

search is performed at each iteration. While being inspired

by [1], the proposed approach is novel in many aspects.

First, the gammachirp adaptation was never used before in

the context of LCA. Second, the approach benefits from the

neural architecture of the LCA by adapting the gammachirp’s

parameters with the error back-propagation algorithm. The

filterbank is therefore designed according to the acoustical

environment in which the LCA would be used. This is less

computationally demanding than the optimization in [1] in

the sense that the filterbank is optimized before being imple-

mented in an application and does not need any adaptation

while encoding the audio signals. Finally, we character-

ized each channel of the filterbank with its own parameter

values, unlike previous work which used the same value of

gammachirp’s parameters for all filters composing the over-

complete dictionary. This configuration can be compared to

what is observed in biology as outer hair cells—responsible

for a modulation phenomenon in the cochlea—not only have

different lengths according to the coding place of the fre-

quency on the cochlea within and across species [15], but

also change dynamically their stiffness. We accordingly

changed the gammachirp’s filterbank properties by apply-

ing a gradient-based optimization. We present results that
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improve the LCA performance for audio signals using the

adapted gammachrip (aGC) filterbank in comparison with

the gammatone (GT) and compressive gammachirp (cGC)

filterbanks.

2. METHODS

2.1. Locally competitive algorithm

The goal of LCA [7] is to represent input signals as a linear

combination of a family of atoms D = (φm)1≤m≤N , called

dictionary, where most of the coefficients a = (am)1≤m≤N

are zero.

ŝ =
N
∑

i=1

amφm = Da, (1)

where ŝ is the approximation of the input signal s and N is

the number of atoms. For this purpose, a recurrent neural

network incorporating lateral inhibition is defined with an ob-

jective function to be minimized. This function is referred to

as an energy functionE defined as a combination of the Mean

Squared Error (MSE) between s and ŝ, a sparsity cost penalty

S evaluated from the activation of neurons that corresponds to

the coefficients (am)1≤m≤N in (1), and a trade-off parameter

λ.

E =
1

2
||ŝ− s||2 + λS(a). (2)

The neural dynamics are governed by the vectorized ordinary

differential equation:

τ
du

dt
= p− u− (DTD − I)a, (3)

where τ is the time constant of each neuron, p is the input

signal projection on the dictionary, i.e., p = DTs, u is the

membrane potential vector, and I is the identity matrix. Ba-

sically, the evolution of u over time depends on the input in-

tensity p and on −u which makes these neurons behave like

leaky integrators. Membrane potentials exceeding the thresh-

old λ produce activations whereby each activated neuron in-

hibits all others through horizontal connections DTD − I .

The activation is a non-linearity Tλ that can be sigmoidal or

the hard thresholding function applied on each element um of

the potentials u such as:

am = Tλ(um) =

{

0 if |um| < λ

um otherwise
. (4)

It has been shown [7] that by imposing the following relation

between activations, potentials, and the sparsity cost S,

λ
∂S(a)

∂am
= um − am (5)

the evolution over time of u becomes negatively proportional

to the derivative of the energyE with respect to a, (2) is there-

fore minimized. Using the relation (5), S can be l1 norm or

l0-like norm depending on the type of the activation function

Tλ [7].

Parameter Value

Dictionary

k 16

Fl 1024

r 10

GT

c 0

b 1

l 4

cGC

c 0.979

b 1.14

l 4

Table 1. Hyper-parameters of the Dictionary, the GT, and the

cGC.

2.2. Dictionary

As defined in [13], a gammachirp filter impulse response is

a monotonically frequency-modulated carrier—a chirp—with

an envelope that is a gamma distribution function,

gi(t) = tl−1e−2πbERB(fi)t cos(2πfit+ c ln(t)), (6)

where l and b are gamma distribution parameters that con-

trol the attack and the decay of the kernel, c is referred to as

the chirp parameter which modulates the carrier frequency al-

lowing to slightly modify the instantaneous frequency and fi
is the central frequency. ERB(.) is a linear transformation of

fi on the Equivalent Rectangular Bandwidth scale [16]:

ERB(fi) = 24.7 + 0.108fi. (7)

Inspired by the fact that individual channel adaptation occurs

in the cochlea through the outer hair cells, we characterize

each channel with its own parameters li, bi and ci instead

of sharing the same values among all filters. Hence, (6) be-

comes:

gi(t) = tli−1e−2πbiERB(fi)t cos(2πfit+ ci ln(t)). (8)

With this equation we create a discrete time dictionary by

striding each filter across the sampled signal,

DT =









































g0[0] g0[1] ... 0 0 ...

01×r g0[0] g0[1] ... 0 ...

01×r 01×r g0[0] g0[1] ... ...
...

...

gi[0] gi[1] ... 0 0 ...

01×r gi[0] gi[1] ... 0 ...

01×r 01×r gi[0] gi[1] ... ...
...

...

gk[0] gk[1] ... 0 0 ...

01×r gk[0] gk[1] ... 0 ...

01×r 01×r gk[0] gk[1] ... ...









































, (9)

where 01×r is a row vector of zeros of length r (stride size)

and k is the number of channels. The values used for these pa-

rameters and for the length of the sampled impulse response

of each filter Fl are shown in Tab. 1.



Parameter Value

τ 0.01
∆t 0.0001

Iters 64

Table 2. Hyper-parameters of the LCA. τ is the time constant

of neurons, ∆t is the step size of Euler’s method, and Iters is

the number of iterations of LCA.

2.3. Gradient-based optimization of chirp parameters

We implemented backpropagation through time (BPTT) for

the adaptation of the gammachirp filterbank. In order to limit

memory usage, truncated BPTT [17] was used instead of the

standard BPTT along with a buffer in which losses and steady

states of the LCA are stacked. Once this buffer is full, gradi-

ents of all losses are back-propagated.

Through the differentiable objective function (2), E de-

pends on the dictionary D and the activation of neurons a

which is a differentiable non linearity applied to membrane

potentials u as given in (4). Futhermore, (3) shows the dif-

ferentiable relationship between u’s dynamics and the dictio-

nary D which depends in its turn, through the differentiable

gammachirp function (8), on c, b and l. By assuming that u

depends on D and differentiable with respect to it as it is the

case for du
dt

, the gradients can be computed using the chain

rule,

∂E

∂(c|b|l)
=

∂ 1
2 ||Da− s||2

∂Da

∂Da

∂D

∂D

∂(c|b|l)

+
dS(a)

da

da

du

∂u

∂D

∂D

∂(c|b|l)

, (10)

where | is the ”OR” operator and S(a) =
∑N

m=1 S(am).
To validate our assumption on u’s differentiability, we need

to compute u(t). In fact, (3) leads to piece wise exponen-

tial traces for the membrane potential which is computed by

Euler’s method,

u(t) =
∆t

τ
[DT s− (DTD − I)a(t−∆t)]

+ (1 −
∆t

τ
)u(t−∆t)

, (11)

which shows that u(t) is differentiable with respect to D.

Moreover, the first two factors in the second term of

(10)—which correspond to the sparsity error gradient with

respect to u—are a particular case study when it comes to

using hard thresholding function (4). Using this activation

function, the gradient of the cost penalty S as described in (5)

becomes for each neuron m:

λ
∂S(a)

∂am
=

{

um if |um| < λ

0 otherwise
. (12)

aGC cGC GT
0
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(a) MSE: the residual energy divided by the signal length
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(b) Sparsity: number of active neurons

Fig. 1. (a) Quality and (b) sparsity distributions on the test set

for the LCA with dictionaries generated by the adapted Gam-

machip (aGC), compressive Gammachirps (cGC) and Gam-

matone (GT). After optimization on the training set, we eval-

uated the test set by running LCA for 64 iterations. Results

are illustrated by boxplots where the median is represented

by the line inside each box, the bottom line of the box corre-

sponds to the first quartile Q1, the box top line corresponds to

the third quartile Q3 and the bottom and top horizontal lines

represent respectively the lowest and the highest data points.

Since the derivative of the hard thresholding function with

respect to um is,

dam

dum

= T ′
λ(um) =

{

0 if |um| < λ

1 otherwise
, (13)

the gradient of the second term of E with respect to um,

which is computed by multiplying (12) and (13), becomes

null for all um values. In other words, the gradient of the spar-

sity cost is always canceled in the back-propagation. Conse-

quently,
∂am(t)
∂um(t) should be ignored for all neurons to preserve

the sparsity gradient flow. We therefore set
∂a(t)
∂u(t) to 1. This

modification gives a new gradient of E which is proportional

to the exact one because Tλ is a monotonically increasing

function. Taking into account the above, (10) becomes,

∂E

∂(c|b|l)
=

∂ 1
2 ||Da− s||2

∂Da

∂Da

∂D

∂D

∂(c|b|l)

+
dS(a)

da

∂u

∂D

∂D

∂(c|b|l)

, (14)



(a) Waveform: ”eight”

(b) Spikegram using GT: 2970 spikes

(c) Spikegram using aGC: 2694 spikes

Fig. 2. (a) Pronounced ”eight” waveform and spikegrams us-

ing (b) GT and (c) aGC dictionaries. Spikegrams were gen-

erated from LCA output coefficients by creating a spike (blue

dot) at the corresponding channel and discrete time. For the

sake of simplicity, the amplitudes of spikes are not repre-

sented and channels from 11 to 15 are not plotted since they

did not spike.

In this work, we used hard thresholding as an activation func-

tion because it leads to better convergence of LCA [7]. Ac-

cordingly, we used the modified gradient from equation (14).

We also computed all gradients using computation graphs of

the Pytorch library [18].

2.4. Hyper-parameters and data set

We initialized the learning with a dictionary composed of GT

atoms as defined in [16]. The parameters of GT are indicated

in Tab. 1. We used the Adam optimizer with a learning rate of

0.0002 and a mini-batch size of 8. The number of epochs is 10
and the size of the buffer used for TBTT is 8. The parameters

of cGC Tab. 1 are specified in [19] and inspired by Irino and

Patterson [13].

For this study 1, we are interested in audio signals of spo-

ken numbers. We chose the Heidelberg data set [20] which

1https://github.com/SoufiyanBAHADI/ALCA

(a)

(b)

Fig. 3. The evolution of the (a) MSE and the (b) number of

active neurons while LCA is processing the digit ”eight” of

Fig. 2. The red dashed line shows the iteration corresponding

to the minimal MSE in (a) and the number of active neurons

corresponding to that iteration in (b).

consists of approximately 10000 recordings of spoken digits

from zero to nine in both English and German languages in-

cluding 12 speakers in total. We used only the English set

composed of 4011 recordings for training and 1079 record-

ings for testing. This data set is optimized for recording qual-

ity and precise audio alignment and it is not released under a

proprietary license.

3. RESULTS AND DISCUSSION

After running the LCA with the parameters in Tab. 2 using the

GT, cGC, and aGC dictionaries, we show in Fig. 1 the distri-

bution of the MSE and spike count on the test set recordings.

With the aGC dictionary, the LCA achieved the lowest me-

dian MSE and the smallest interquartile range (Fig. 1a). Even

though the cGC led to the second-best reconstruction quality,

only 25% of reconstructed recordings using this dictionary

are as good as 75% of those reconstructed with the aGC. In

addition, the aGC dictionary is able to represent signals with

the least median number of active neurons and the narrowest

interquartile (Fig. 1b). Overall, the proposed adaptation pro-

cess allowed to represent recordings in the sparsest way and

with the best quality.

Fig. 2a illustrates an example of a pronounced digit from

the test set with its ”spikegrams” generated using the GT

(Fig. 2b) and aGC (Fig. 2c) dictionaries. Each dot corre-

sponds to a coefficient—referred to as a spike—in the sparse

approximation. For the sake of clarity, we did not illustrate



(a) Original filterbank: GT

(b) Filterbank after optimization: aGC

Fig. 4. Magnitude in dB of (a) GT and (b) aGC filterbanks

vs frequency in logarithmic scale. The energy of the impulse

responses of all filters is normalized.

the amplitude of each spike. The adaptation of the filter-

bank does more than just a compression of the representation.

It adjusts GT filterbank properties to find filters that better

represent the signal with fewer spikes. For example, the

channel 4—which corresponds to the central frequency of

734.5 Hz—shows very few spikes in the discrete time win-

dow [250, 750] (Fig. 2b). However, the same channel using

aGC (Fig. 2c) shows more spikes in the same time window

although aGC reduced spikes number by more than 9% (from

2970 spikes to 2694 spikes).

To evaluate the impact of adaptation on LCA conver-

gence, we ran the LCA for 2048 iterations on the same

example used above with the aGC and GT dictionaries and

plotted the evolution of the MSE and the number of spikes in

Fig. 3. Using aGC, LCA achieved at iteration 46 the quality

and sparsity that it achieved at the last iteration (i.e., 2047) us-

ing the GT. Thus, the LCA converged about 43.6 times faster

with the aGC than with the GT. This can be explained by the

fact that the LCA’s objective function (2) is minimized by two

processes: the membrane potential dynamics and the adap-

tation of the dictionary properties. By visualizing the aGC

and GT filterbanks Fig. 4, we observe that after optimization

the aGC filters are less selective with wider bandwidths for

low frequencies than in their initial state (the GT filters).

This makes the filter’s overlap larger in the frequency domain

which increases their similarities. Therefore, the absolute val-

ues of lateral inhibition weights between channels—referred

to as spectral inhibition weights—become larger as shown in

Fig. 5. We notice that the aGC’s spectral inhibition weights

(Fig. 5a) have significant values, whereas for GT all spectral

inhibition weights (Fig. 5b) are null except between adjacent

channels. Accordingly, after optimization, new interactions

(a) aGC filterbank (b) GT filterbank

Fig. 5. Inhibition weights between channels of (a) aGC and

(b) GT filterbanks.

were established between neurons representing channels that

are not directly adjacent, and local competition is thereby

enhanced. It is, therefore, more difficult for a neuron to be

activated unless its receptive field fits well the input and no

neuron with a very similar receptive field is already activated.

4. CONCLUSION

Preliminary results demonstrate that the LCA can achieve rel-

atively better sparsity and reconstruction quality when using

the proposed gammachirp filterbank adaptation compared to

predefined gammachirp as used in literature. Such adapta-

tion also improved the LCA convergence time. The proposed

approach may therefore be a good candidate to be used in a

real-time application. In addition, being inspired by the fact

that outer hair cells have different lengths and change dynam-

ically their stiffness, we characterized each channel with its

own parameter values. Results show that the gains and band-

widths of the filters were influenced by the optimization and

induced larger overlapping regions in the frequency domain

which increased the similitudes of the filters. Therefore, lat-

eral inhibition weights became more significant causing more

competition between neurons to represent the signal. In future

work, we will compare the proposed approach with previous

methods that utilizes the MP algorithm and we will also test

the approach in the context of a real-time application to fully

understand its impact on the time response.
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