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Abstract

This paper presents a SVM-based prediction approach
for constructing personal recommendation system for TV
programs. We have applied Support Vector Machine (SVM)
to personal prediction of online Internet Electronic Pro-
gram Guide (IEPG). Our basic idea is to combine SVM and
feedback processing into our system, using user-watched
histories as retraining data, to realize personal predictions.
We evaluate the precision by experiments with open data.
The results show that the proposed polynomial kernel SVM
system offers a statistically significant increase in perfor-
mance compared to other method, and this system demon-
strates good dynamically adaptive capability.

1 Introduction

Information and communications technology is an in-
creasingly powerful tool participating in global markets for
improving the delivery of basic services and enhancing lo-
cal development opportunities. Especially, the rapid de-
velopment of digital processing technology has resulted in
more and more digital products in our life. The challenge,
how to provide Artificial Intelligence to these digital prod-
ucts, for example, an intelligent digital television etc, has
become a research point.

Today, a number of technical developments, such as
satellite, cable and digital TV technology have resulted in
an increasing number of available TV channels, hundreds
of channels broadcast thousands of TV programs everyday.
It is difficult and sometimes impossible to find what the user
is looking for – the relevant information is often buried un-
der thousands of TV programs, this problem is called infor-
mation overload.

As we known, the Electronic Program Guide (EPG) is an
especially important player on the digital television scene.

It contains real-time information and future programs of
the broadcasters. Using the EPG, viewer can request back-
ground and additional information about programs.

There have been several research projects around EPG
recommendation system [1,2,3,4,5]. There are some prob-
lems for these works, such as the unsatisfied prediction ac-
curacy, low recall and low dynamically adaptive capability
for personal recommendations.

In our previous work, an approach using Inductive
Learning with N-gram to predict user’s habits and pref-
erences, showed good dynamically adaptive capability in
small data set [6].

In this paper, we propose a SVM-based method for con-
structing a personal recommendation system for EPG. The
objective is to develop a good intelligent user interface for
customers. This paper includes four sections as follows:
Support Vector Machine, presentation of our system archi-
tecture, evaluation of the performance of the present system
and a summary.

2 Support Vector Machine

SVM is based on statistical learning theory, which uses
the principle of Structural Risk Minimization instead of
Empirical Risk Minimization, as a supervised machine
learning technique, developed by Vapnik [7]. The SVM
technique finds a maximal margin separating hyperplane
between two classes of data, and thereby creating the largest
possible distance between the separating hyperplane and the
examples on either side of it.

Two key elements in the implementation of SVM are
the techniques of mathematical programming and kernel
functions. By using kernel functions, we can construct a
non-linear separating surface in the original feature space.
Fortunately, such non-linear training does not increase the
computational cost if the calculation of the kernel function
is as cheap as the inner product. A polynomial function
(K(x, y) = (x·y+1)d) is popular in applications of SVMs.
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Figure 1. Outline of the Procedure

This paper discusses the performance of the linear and
the polynomial kernel functions to construct classifiers for
generating the EPG programs prediction models. These ker-
nels provide good classification accuracy, are fast to learn
and fast classifying new instance. We use polynomial ker-
nel degree of 2 that have been very effective when applied
to other tasks, such as natural language processing [8,9,10].

3 Outline

This section describes the procedure of our proposed
method as shown in Figure 1, our system consists of In-
ternet Electronic Program Guide (IEPG) extraction, prepro-
cessing, SVM training, SVM classification, post processing
and feedback processing.

3.1 IEPG Extraction

The internet is a globally distributed dynamic informa-
tion repository that contains vast amount of digitized in-
formation, and more and more of such information is now
available in multimedia forms.

In our system, TV programs are extracted to
XMLTV [11] format as our IEPG database from
internet using XMLTV module, from the URL of
http://www.ontvjapan.com/program/, they are updated
automatically using crontab command of Linux OS.

We use Japanese IEPG for our system. All of the ex-
tracted TV programs are classified automatically according
to the Concurrent Versions System (CVS) of Japanese TV
programs.

3.2 Features

One of the major problems of traditional SVM classifiers
is the large number of features, which result in long process-
ing time. To address this problem, we propose to represent

each TV program by a limited number of the named enti-
ties and a part of extracted words as features. This reduces
the dimensionality of the classifier and thus the number of
training examples needed. The characteristics of program
structure also can be incorporated into these features easily.

In this system, TV programs are semi-structured docu-
ments as XML, useful information often can be used to de-
rive some important features of IEPG. Such characteristics
of TV programs could possibly be applied to improve the
performance of recommendations.

Features were extracted from collected IEPG. We ex-
tracted all of the named entities for TV programs, i.e. chan-
nel names, time information (day of week, start time, stop
time), categories, etc. Moreover, we extracted the nouns
and unknown words from the description of TV programs
with ChaSen [12]. For all extracted nouns and unknown
words, give a threshold according to the frequencies of lex-
icon words, ignore the lowest frequencies words to reduce
dimensionality, then the features can be decided.

3.3 Preprocessing

The statistical approach aims to obtain an attribute-value
representation of the textual content. This representation
is usually called a bag of words (attributes) and describes
a vector that contains attribute-weight pairs. The vector
conception requires some tasks to be relied on, such as at-
tributes identification, weight assigning and representation
reduction [9].

There are two approaches to calculate the weight of the
features:

Boolean: 0 and 1 values are used to represent, respec-
tively, absence or presence of a term (attribute) on textual
content;

Numeric: represents statistical metrics based on term
frequency (tf ) into the document. An approach [13], called
tf · idf , suggests the inclusion of the term frequency on all
documents as a reverse measure of its capacity to represent
specifically a document.

We are interested in which is the most efficient represen-
tation for the program prediction performance and the learn-
ing performance, boolean representation or tf · idf repre-
sentation. Aiming to provide the correct programs represen-
tation to use on the SVM method, the preprocessing phase
was divided on the following tasks.

(1). Remove XML tags.
(2). Extract all of the named entities and the words of

TV programs with ChaSen.
(3). Calculate the weight of the features according to the

Boolean approach or the tf · idf method.
(4). Label +1 to the watched histories for the positive

class, label -1 to the rest of the old IEPG data for the nega-
tive class and label 0 to new programs for prediction.



3.4 Other Processings

In SVM training, the positive data and the negative data
are used to generate the prediction models. Then, the new
programs are being classified with generated models. In
post processing, The system changes the classified results
into XML format of original IEPG, sort these results ac-
cording to the classified scores, day of week etc, and then,
output these results to the user. In Feedback process, user
judges the recommendations whether he/she likes the pro-
grams or not. These judgments are registered into the
watched histories, and then they are used for the re-training
as training data. This processing assures the dynamic adap-
tive capability for personal recommendations.

4 Experiments

As mentioned above, the systems based on our proposed
approaches were developed for experimentation to investi-
gate their validities.

In our experiments, we use open data to test the perfor-
mance of our system. We adopted periodic training to our
system. The training data is incremented one weekly basis.

Our experiment datasets were collected based on the ac-
tual life of each person, from five graduate students of engi-
neering. This faculty generated total 2974 watched histories
as our datasets that corresponded to a period of three months
for each person.The data size of every week is shown in ta-
ble 1. These data sets were labelled +1 for positive class,
as the favorite programs of each user, the rest data of each
week were labelled -1 for negative class, as the negative
data for training SVM, the total nmber is 37701.

In order to keep the starting state constant for each user,
the watched history and models always started from an
empty initial state of the SVM-based system.

We use open data to evaluate prediction performance, the
correct recommendations are judged from rank 60, and we
use the collected history data of next week after the latest
training data as the specified correct results. Precision (Re-
call) is defined as:

Precision =
number of true correct results in rank 60

number of specified correct results
(1)

Figure 2 shows weekly precision, in case of using lin-
ear function with Boolean feature vector (LB). Figure 3
shows weekly precision, in case of using linear function
with Numeric of tf · idf feature vector (LN). Figure 4
shows weekly precision, in case of using polynomial kernel
function with Boolean feature vector (PB). Figure 5 shows
weekly precision, in case of using polynomial kernel func-
tion with Numeric of tf · idf feature vector (PN).
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Figure 2. Precision of LB
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Figure 3. Precision of LN

5 Results and Considerations

We have measured the performance of our proposed
methods with linear SVM and polynomial function SVM.
We have also compared test results to another baseline sys-
tem, which also applied the personal recommendations on
the same data sets. All these data sets are extracted from
internet with XML format.

According to these results, the average prediction perfor-
mances of the polynomial kernel degree 2 are significantly
better than other works. Using Polynomial function, the to-
tal average precision is 83.4% and 85.3% for the boolean
feature vector and the numeric feature vector. From these
experiment results, we can find the highest accuracies are
all about 92.5% at the end of these experiments.

The linear SVM achieved the total average prediction
rates of 63.6% and 68.8% for the boolean feature vector and
the numeric feature vector. The total prediction accuracy of
our baseline is about 65.0%.

In all these experiments, it is indicated that the preci-
sions increase with increasing training data. This means the
feedback processing is needed for improving an adaptive
system.

In our experiments of SVM-based system, we just con-
sidered a two-class case classifier to predict user favorite
programs. We think that in other cases, there is a need
to consider the multi-class classification, such as the One-
versus-Rest, this will be resolve in our future works.



Table 1. The collected Data Size of Each Week (Positive Data for SVM-based System)
Weeks 1 2 3 4 5 6 7 8 9 10 11 12
UserA 48 47 46 48 52 52 51 51 50 45 48 48
UserB 52 50 48 52 50 51 48 52 50 48 49 48
UserC 48 52 50 50 48 52 50 52 52 50 48 48
UserD 48 54 48 56 46 48 48 52 50 48 46 50
UserE 50 52 48 52 48 48 50 50 50 48 48 52
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Figure 4. Precision of PB
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Figure 5. Precision of PN

6 Conclusions and Future Works

This paper introduced a SVM-based approach for con-
structing a personal recommendation system for TV pro-
grams. According to the experiment results, our system ex-
pressed good accuracy. The feedback processing assured
the high dynamically adaptive capability.

We will do some other experiments, in case of consid-
ering syntax analysis for features to improve performance.
Experiments on a large scale including languages other than
Japanese will be done in the near future to further verify
the accuracy of the present system based on term extraction
method. Other algorithms, such as reinforcement learning,
neural network, will also be used for comparison.

Our goal is to develop a personalized system of TV pro-
gram recommendations with adaptive capability. We will
try to test the performance and put our system to practical
use for computer or digital television.
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