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Abstract— Source pruning is performed whenever the data rate of
the compressed source exceeds the available communication storage
resources. In this paper, we propose a framework for rate-ditortion
optimized pruning of a video source. The framework selects tich
packets, if any, from the compressed representation of theosirce should
be discarded so that the data rate of the pruned source is adgied
accordingly, while the resulting reconstruction distortion is minimized.
The framework relies on a rate-distortion preamble that is geated at
compression time for the video source and that comprises theideo
packets’ sizes, interdependencies and distortion importeces. As one
application of the pruning framework, we design a low-compéxity
rate-distortion optimized ARQ scheme for video streaming.In the
experiments, we examine the performance of the pruning frarework
depending on the employed distortion model that describeshe effect of
packet interdependencies on the reconstruction quality.r addition, our
experimental results show that the enhanced ARQ technique rpvides
significant performance gains over a conventional system fovideo
streaming that does not take into account the different impatance of the
individual video packets. These gains are achieved withoutn increase
in packet scheduling complexity, which makes the proposedethnique
suitable for online R-D optimized streaming.

compressed media presentation at the available data rate. However,
this approach, known as transcoding [2], may not be always feasible
due to the higher complexity that is involved.

In this paper, we propose a framework for rate-distortion optimized
pruning of compressed video sources. The framework selects which
packets, if any, from the compressed representation of the source
should be discarded so that the data rate of the pruned source is
adjusted accordingly, while the resulting reconstruction distortion is
minimized. The framework relies on a rate-distortion preamble that
comprises the video packets’ sizes, interdependencies and distortion
importances. The framework can be exploited for efficient rate
adaptation at a streaming server or at an intermediate proxy (for
both unicast and broadcast applications), as it provides for fine
packet classification based on pruning the compressed media stream
at different target data rates. In particular, each packet can bedagg
with a single rate threshold value above which the packet should
be selected for streaming and below which the packet should be

discarded. To this end, in conjunction with the pruning framework, we
design an enhanced ARQ scheme for video streaming that achieves
Pruning of compressed and packetized sources is quite comnsignificant improvement in quality relative to conventional ARQ
in the media world today. This operation, also known as packstreaming, however without an increase in online complexity.
dropping, is performed by discarding packets from the compressedVost closely related contemporaneous works to the present paper
representation of the media source, either for communication @ those on packet dropping in media networking and communi-
storage applications. Source pruning is necessary whenever the dation, such as [5-8], that consider various approaches for making
rate of the source exceeds the available capacity of the storage systasiligent packet dropping decisions, with or without R-D optimiza-
or the communication channel. tion. Another body of related works is that on low-complexity and
Deciding which packets to discard from a compressed media SouR® optimized streaming, such as those in [9, 10], where strategies
can be very involved. This is due to the interdependencies betwedenR-D optimized streaming with reduced complexity are proposed.
the media packets created at compression and their influence on th€he paper proceeds as follows. In the next section, we present
reconstruction quality of the source. Specifically, media is typicaliyre rate-distortion preamble that succinctly describes the compressed
compressed using predictive schemes where the successfulirigcodideo packets. How this information is employed to perform rate-
of a packet is dependent on successful decoding of previous (afistortion optimized pruning of a packetized video source is then
even future) packets. Then, pruning a packet that appears earlyd@scribed in Section Ill. The design of the enhanced ARQ scheme that
the prediction chain may trigger a significant amount of qualitselies on the pruning framework is the subject of Section IV. Next,
degradation along the successive packets in the prediction chain.in Section V we examine the performance of the pruning framework
Scalable coding [1] has been proposed to deal with this probleas a function of the employed distortion model, as described in
since the scalable (or layered) representations provide an intuit®ection Ill. In addition, we study in Section V the loss in performance
way to select which parts of the compressed media to retain/discafdsource pruning relative to re-encoding the original video signal
so that the data rate constraint is met. However, scalable codaigvarious data rates. We conclude this section with experimental
techniques have not gained a wide acceptance in practice, duedsults that explore the performance of the enhanced ARQ technique
a few shortcomings, e.g., their coding inefficiency. Furthermore, tlier streaming packetized video content and compare it to that of
presence of different frame types, namely |, P and B, in converitiorsbnventional ARQ video streaming. Finally, concluding remarks are
MPEG coding also provides a natural way of prioritizing segmenfgovided in Section VI.
of the media content when source pruning is performed. However,
pruning non-scalable or non-prioritized packetized media presents a
more challenging problem as the compressed data does not suggesVghen a media presentation is compressed, the encoded data are
straightforward way of placing priorities on the media packets. In thjgacketized intajata units and stored in a file on a media server. All
paper, we focus on the problem of source pruning for non-scalakdf the data units in the presentation have interdependencies, which
coded video streams. It should be noted that an alternative solutan be expressed by a directed acyclic graph (DAG). Each node of
to source pruning for data rate adaptation is to simply re-encode the graph corresponds to a data unit, and each edge of the graph
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directed from data unit’ to data unit! implies that data unit can until convergence. Specifically, lef®) be any initial selection vector
be decoded only if data unit is first decoded. Associated with eachand leta™ = (aﬁ”), ey a(L”)) be determined fon = 1,2,..., as
data unitl is its sizeR; in bits. follows. We select one componefyt € {1,...,L} to optimize at
In addition, from the DAG we extract for every data uhé set of stepn in a round-robin fashion, i.el, = (n mod L). Then for
data units4; that can be potentially used to reconstruat decoding. [ # I,,, we let al("> = al‘”*”, while for [ = 1,,, we compute
Specifically,.4; includes all of the ancestors bin the DAG that are
necessary for decoding but also it contains in addition other data
units that may be used to reconstrligi case of an error event. Then, o )
for every subsef C A; we can calculate the resulting reconstruction e Hélzn S (1= a) + ARia, @
distortion Ad; (C) associated with data uriifor that particular event. where the second equality follows by grouping terms that do not
This can be obtained as an auxiliary information when the medigpend ona; and WhereSf") can be regarded as theensitivity
presentation is compressed. to losing data unit, i.e., the amount by which the reconstruction
Finally, we define therate-distortion preamble for the media gistortion will increase at decoding if data units discarded, given
presentation to be the collection of packet sizes and reconstructig current selection choices for the other data units. Note that the
distortion information for every data unit in the presentation. Tgigorithm is guaranteed to converge because the Lagrangiafi’)
compute optimal packet selection decisions when adjusting the daf@on-increasing witm and is bounded from below with zero, since
rate of a media presentation, a pruning algorithm only needs j{gs non-negative.
consider this compact description of the media presentation ratherrhe minimization (4) is now simple, since each data urian be
than the actual compressed content. How this is performed is thsidered in isolation. Indeed, the optimal selection decisjor
subject of the next section. It should be noted that the concept of @ 1} for data unit. minimizes;(1—a;)+Aa;, where\; = Sl(m/Rl
rate-distortion preamble has been considered earlier in the contextgh be considered as the distortion per bit utility associated with data
proxy-driven streaming [11]. unit I. Finding a; is then done by compariny; and \: for \; > X,
a; = 1, while for \; < A, a; should be set to zero.
Computing the sensitivitySl(") can exhibit various degrees of
Let there bel packetized data units in the media presentation. Weymplexity depending on the employed distortion model. This in turn
are interested in finding the vector of packet selection actiors s determined by the assumptions that are made about thel;set
(a1,...,ar) for the presentation, where = 1 denotes the action and the reconstruction distortion functiakd, for a data unitl that
of keeping data unit in the presentation, while; = 0 signifies were introduced in Section II. In the section with the experiments,
the converse. The incurred reconstruction error (Or distortion) for tb\[e examine the performance of the pruning a|gorithm based on two
media presentation associated with a particular veetes denoted (ifferent distortion models that have very different implementation

al(n) = argn;iln J(agm,...,al(f)l,al,al(i)l, .. .,a(Ln))
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D(a) and can be computed as complexities. The first model is additive, i.e., it assumes additivity
L of the distortions associated with the events of discarding individual

D(a) = Z Ad;(Ai(a)) (1) data units [12,13]. This implies thed; contains only the data unit
i=1 itself and Ad; accounts for the total increase in reconstruction error

simply signifies the fact that the choice Offornghe media pre_sentation_ assqciatgd exclusively WwitBomputing _

S," based on this model is quite simple due to its low complexity.
The second distortion model that we will consider is more complex
as it accounts for the influence of the packet interdependencies on the
reconstruction distortion associated with a data unit [4]. Computing

S (n) . . . .
Finally, as described earlier we are interested in finding the optinf3f Sensitivitys; " in this case can be much more involved. Finally, it
selection vector* that minimizes the resulting reconstruction errop'ould be noted that iterative descent algorithms analogous to (3)-(4)

and for which the data rate of the source does not exceed the availdlf¥e Peen considered in [3,4] in the context of packet scheduling.

where the notatio4;(a)
a subset from4; that will be used to reconstruct data uniiepends
on the selection vectas.

Similarly, the associated data rate of the souRge) as a function
of the selection vector can be computed R&) = Zle Ria;.

resource as given b, i.e., IV. RATE-DISTORTION OPTIMIZED ARQ
a* = argmin D(a), st.R(a) < R* 2) In this section, we explain the design of a rate-distortion optimized
ARQ scheme based on the pruning algorithm from the previous
Using the method of Lagrange multipliers the solution to thgection. Letr;, for i = 1,...,N be a series of monotonically

constrained optimization problem from (2) can be replaced with gfacreasing transmission rates at which we would like to be able
equivalent convex hull approximation that is obtained as a solutigg stream a media presentation. Then, we employ the optimization
of the unconstrained optimization problem given as algorithm from Section Il to adjust, i.e., to match the data rate of

a” = argmin D(a) + AR(a), ?) Fhe presentation to each o_f t_he r_atesln particu_lar, we seR* = Ti

in (2) and perform the optimization from Section Il in order to find

where\ > 0 is a Lagrange multiplier. Adjusting according to the the set of data unit®/; from the presentation that we need to keep
rate constraintR™ is usually done in an iterative fashion using fasso that the resulting data rate 8%/, does not exceed;, while its
convex search techniques such as the bisection search techniqueassociated reconstruction error is minimized.

Now, solving for the optimal vectai™ as given in (3) can be very  The setsDl{; obtained in this manner are typically embedded, i.e.,
difficult, due to the interdependencies between the data units &Btf; C DU;_1, fori = 2,..., N. This provides an additional benefit
their influence on the reconstruction distortion, especially for media the ARQ technique as it can be used for dynamic rate adaptation
presentations that contain a large number of data units. Thereforbjle streaming. Specifically, consider that during streaming the
we employ an iterative gradient descent procedure that minimizagilable transmission rate has suddenly changed froto r;, for
the Lagrangian/(a) = D(a) + AR(a) one component at a time, r; > r;. A sender based on the ARQ scheme has a wintovof
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data units to transmit at present. These data units are Tofnand
the sender cannot transmit them all due to the rate reduction. Rather
than dropping all of them or making a random selection frig¥h
to account for the reduced rate, the sender can simply find which
data units fromWV belong toDU;, i.e., it can determin@V N DU ;.
Then, only these data units are sent and the rest of them¥tbare
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omitted. Finally, the sender continues to stream frd#; having z DR
achieved the smoothest possible transition frignto ;. & sof —=— RDbound | |
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V. EXPERIMENTAL RESULTS 28l i
This section examines the performances of the optimization frame-
work for source pruning from Section Ill and the enhanced ARQ %r )
technique for video streaming from Section IV. The packetized video e ‘ ‘ ‘ ‘ ‘
content used in the experiments are the standard test video sequences 10 15 20 et (kzbsm) 30 35 40
Foreman and Mother & Daughter in QCIF format encoded at 10 fps
using JM 2.1 of the JVT/H.264 video compression standard. Each Fig. 2. Pruning performance foviother and Daughter.

sequence is coded with a constant quantization level at an average

luminance (Y) PSNR of about 36 dB and a Group of Pictures (GOP)

size of 20 frames, where each GOP consists of an | frame followedNext, in Figure 2 we examine the pruning performance of the
by 19 consecutive P frames. two models for the sequence Mother & Daughter. It can be seen
that againModel 1 outperformsModel 2 over the whole range of

) ) available data rates under consideration. However, it should be noted
Here, we examine the performance of the pruning framework a§ifh the performance difference between the two models is not so

function of the employed distortion model, as explained in Section Iy nificant here as in the case of Foreman. This is due to nature of
Performance is measured in terms of the average Y-PSNR (dB) of {48 \iother & Daughter sequence which exhibits less motion and
reconstructed video sequence as a function of the data rate at whithne complexity relative to Foreman. Hence, error concealment can
the encoded video is pruned. The two distortion models that weig performed more successfully on missing data units of Mother &
described in Section Ill are the additive model from [12, 13] denotggghter, which makes the selection of data units to be discarded not
henceforthModel 2, and the model from [4], denoteidodel 1. so critical in terms of resulting reconstruction quality of the video
sequence. In the experiments in the next section, we eniyjtmel

1 for the design of the proposed ARQ scheme from Section IV.

For comparison purposes, in Figure 1 and 2, we also show
the R-D performance for encoding the original video content at
] different rates, denoted a@Dbound. It can be seen that the loss
in performance of pruning relative to re-encoding increases as the
y ——Vodel 1 available data rate decreases. Furthermore, we can also see that this

/ T Model2 117 loss is content dependent and is due to the differences in terms of

content complexity, as explained above. In summary, the comparison
J with RDbound suggests that re-encoding should always be preferred
/ relative to pruning if such an option is feasible.

A. Pruning Experiments
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/ k B. Streaming Experiments

+

20

20 e 20 50 50 70 80 90 This section investigates the end-to-end distortion-rate performance
Data rate (kbps) . . . . . .
for streaming packetized video content using different algorithms.
Fig. 1. Pruning performance fdforeman. Three closed-loop streaming systems are employed in the experi-

ments.Conv. RaDiO is a streaming system that employs a conven-

In Figure 1, we show the performance of the optimization framdional RaDiO technique for packet scheduling such as the one from
work for pruning Foreman based on these two distortion models.[4]. Enh. ARQ is the enhanced ARQ technique proposed in this paper
can be seen thaflodel 1 outperformsModel 2 for pruning Foreman in Section IV. Finally, the streaming system label@dnv. ARQ is a
which is expected sincéModel 1 is far more sophisticated and conventional streaming system which does not take into account the
therefore more accurate. Furthermore, the performance differeimportance of individual packets in terms of reconstruction distortion.
between the two models increases as the available data rate than iparticular, when making transmission decisio@snv. ARQ does
used to prune the source decreases. This is also expected sincenttiedistinguish between two packets that contain two different P
number of pruned data units increases as the data rate is incredsgies, except for the size of the packets. Theref@av. ARQ
which in turn affects inversely the accuracyMbdel 2. Specifically, randomly chooses between two P-frame packets of the same size, for
the underlying assumption of this model is that the effects of omittirgkample, when it needs to reduce the number of transmitted packets.
individual data units are independent relative to the reconstructionThe forward and the backward channel on the network path
distortion for the media presentation as explained in Section Ill. Thigtween the server and the client are modeled as follows. Packets
certainly holds less true when more data units needs to be discarttedismitted on these channels are dropped at random, with a drop rate
since their locations cannot be placed sufficiently far apart in orderdg = ez = ¢ = 10 %. Those packets that are not dropped receive a
preserve the independence assumption, as recognized, e.g.].in [Indom delay, where for the forward and backward delay dengities



andpg we use identical shifted Gamma distributions with parametetise similar performance wit€onv. RaDiO achieved byEnh. ARQ at
(n, ) and right shiftk, wheren = 2 nodes,1/a = 25 ms, and a substantially smaller computational cost.

x = 50 ms for a mean delay of + n/a = 100 ms and standard

deviation\/n/a ~ 35 ms.

VI. CONCLUSIONS

The retransmission time-out (RTO) interval for the two ARQ We have presented a framework for rate-distortion optimized
systems is set tpr + 3 0. For theEnh. ARQ system, a sufficiently Pruning of a packetized video source. The framework can be used to
large series of rates, i = 1, .., N, is chosen to prune the compressegelect which packets of the compressed source representation should
video sequences, as described in Section IV, so that the prufgddiscarded so that the resulting data rate is adjusted accordingly
encodingsDl{; cover a wide range of transmission rates on thwhile the resulting reconstruction distortion is minimized. In con-
forward channel. Finally, streaming performance is measured in terfdgction with the pruning framework, we design a low-complexity
of the average Y-PSNR (dB) of a reconstructed video sequencer@e-distortion optimized ARQ scheme for video streaming. Our
the client as a function of the average transmission rate (kbps) on gx@erimental results show that the performance of our framework
forward channel. The play-out delay for the videos is set to 600 nf@@n greatly vary depending on the accuracy of the distortion model
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that is employed to describe the effect of packet interdependencies
on the reconstruction distortion. Furthermore, the experiments also
show that the loss in performance of source pruning relative to re-
encoding the original uncompressed source at different data rates
increases significantly as the amount of media content that needs
to be pruned increases. Finally, via another set of experiments we
demonstrated that the enhanced ARQ scheme provides substantial
improvement in performance with no increase in online complexity
over conventional streaming systems, where no distortion information
is taken into account for scheduling the packet transmissions. At the
same time, the optimized ARQ technique achieves performance that
is similar to that of conventional R-D optimized systems, with only

Fig. 3. Streaming performance for Foreman (left) and Moth. & gp4right).

In Figure 3 (left), we show the performances of the three systems
for streaming Foreman. It can be seen tBatv. RaDiO outperforms (1]
the other two systems over the whole range of transmission rates:
This is expected, as this system optimizes its current and future
transmission decisions jointly over a certain time horizon, while nd2]
such optimization is present in the two ARQ systems. Furthermor?gl
the performance ofConv. ARQ is the worst of the three, which
is also expected. As no preferential treatment is given to packets
by Conv. ARQ, its performance degrades quickly as the availabld4]
transmission rate is decreased. Finally, what is most important is that
Enh. ARQ provides a substantial gain ov€onv. ARQ. For example [5]
at 90 kbps, the gain is around 6 dB which is quite significant. At the
same time, the performance losskwh. ARQ relative toConv. RaDiO
does not exceed 1 dB over the whole range of rates. (6]

Similar outcome is observed for streaming Mother & Daughterm
as shown in Figure 3 (rightConv. ARQ outperforms the other two
systems, whileEnh. ARQ provides an improved performance over [g]
Conv. ARQ. For example, the gain dnh. ARQ relative toConv. ARQ
is 4 dB at 35 kbps. Note that in this case the relative performance
differences between the three systems are not so large as those
Foreman. This is due to the low complexity nature of the Mother &
Daughter sequence, which makes error concealment perform well[00]
missing packets at the client, as explained in Section V-A. Note also
that now, the performances @onv. ARQ and Enh. ARQ are quite
similar, with their difference not exceeding 0.2-0.3 dB.

This section concludes by briefly describing the computational
requirements of the three streaming systems. As discussed in [92]
the complexity ofConv. RaDiO is many times larger than that of
conventional streaming systems suchGmwv. ARQ. At the same
time note that there is no difference in online complexity for
each of the two ARQ systems used in our experiments. This is
because the preprocessing fenh. ARQ is done off-line, prior to [14]
streaming. Therefore, given the experimental settings that we used,
it is encouraging to see the significant improvement in performance
of Enh. ARQ over Conv. ARQ for the same online complexity, and

(11]

a fraction of their computational complexity.
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