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Laboratoire I3S / CNRS
Sophia Antipolis, France

am@i3s.unice.fr

Abstract—The exponential growth in the generation of digital
information creates a big challenge for data storage given
the capacity limitations of conventional storage devices. Recent
works have proposed DNA as a means of digital data storage
proposing a novel solution for long-term storage. Although having
many advantages, DNA storage is a challenging topic due to
the error-prone process of DNA sequencing (reading). To deal
with this error most existing works focus on the introduction
of error-correction methods. However, most of those methods
introduce important redundancy without promising full error
correction for the widely used sequencing method using the
Nanopore sequencer. This work focuses on noise resistance rather
than error-correction proposing a new algorithm for optimally
assigning VQ indices to DNA codewords while reducing the visual
impact of substitution errors that are caused during sequencing.

I. INTRODUCTION

Data explosion is leading to an increasing demand of storage
resources which is inconsistent with the capacity and longevity
limits of traditional storage units. Interestingly enough, studies
estimate that 90% of the internet data has been only generated
in the last two years while 80% of this information consists
the so called “cold” data [1] which is very rarely or even
never accessed but still needs to be safely stored for security
and compliance reasons. The archiving of cold data requires
tons of hardware which should be replaced every 5 to 10
years to ensure reliability. Every year millions of data centers
worldwide are wasting huge amounts of energy and money
for the migration of data into new back-up drives in order
to protect all this information. Therefore, it is clear that the
need of finding new ways for storing data is crucial and to
this end recent studies have proposed the storage of data in
form of DNA strands as a potential alternative to the current
methods. The biological properties of the DNA molecule
allow an efficient data storage for hundreds of years without
loss of information and without additional costs to maintain
its correctness. An interesting example of DNA’s incredible
longevity is a woolly mammoth which had been trapped into
permafrost whose DNA has been successfully decoded after
40.000 years. DNA data storage is clearly a very promising
multidisciplinary solution which consists of both data sci-
ence algorithms and some delicate biological processes. More
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precisely, the DNA data storage can be described by the
following main steps. To begin with, the digital data has to
be transformed into a quaternary encoding of the symbols A,
T, C and G which denote the four different building blocks
(nucleotides) of DNA. This sequence is then synthesized into
DNA by the biological process of DNA synthesis. This process
is performed in vitro and is error free as long as the DNA
strands to be synthesized are shorter than 300 nucleotides
(nts). Consequently, before synthesis the encoded quaternary
strand needs to be cut into small chunks (oligos) and formatted
to contain special headers that denote the position of each
oligo in the initial long sequence. The synthesized oligos
are then stored into some safe containers (capsules) which
prevent contacts with water and oxygen and promise long
term preservation. To retrieve the stored information in the
decoding part of the workflow, the stored DNA strands will be
read in vitro using the biological process of DNA sequencing.
The sequencers are special machines which can read the DNA
content of the capsules providing to the output the quaternary
data. Finally, the quaternary sequence is transformed back to
its initial representation to retrieve the stored information. The
biggest challenge of this workflow is imposed by the process
of DNA sequencing as the sequencers can introduce errors
in the decoding process. This error can be reduced if the
encoding performed in the first step of the workflow respects
the following rules:

• No homopolymers: A nucleotide should not be repeated
more than three times in a row.

• G,C content: % G,C ≤ % A,T
• No pattern repetition: Repetition of short patterns should

be avoided.

Consequently, the encoding algorithm should be carefully
selected to provide an encoding that respects all the above
rules. In this paper, we present an extension of our previously
proposed encoding [2] by applying a more sophisticated map-
ping function which is resistant to substitution errors which
can be created during the sequencing. This special mapping
allows the reduction of the total distortion in the decoded
image in the case that it is corrupted by errors. In section
II we present some interesting works proposed by the state
of the art. In section III we describe the algorithm which is
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used for constructing a robust quaternary code while in section
IV we explain the mapping algorithm that is used for the
encoding into a quaternary sequence. More precisely in IV-A
we introduce some basic notions to facilitate understanding
of the following section IV-B where we present the proposed
algorithm for optimally mapping input quantization vectors
to the quaternary codewords. In section VI we present the
methods used in our experiments and we demonstrate our
experimental results. Finally in section VII we discuss about
the conclusions and future works.

II. STATE OF THE ART

As discussed in the previous section DNA data storage is a
very promising yet very challenging process as the decoding
of DNA is error-prone and thus the encoding is constrained
by important restrictions and should provide a code which
is robust to errors. In the state of the art there have been
proposed some very interesting algorithms for encoding an
input stream into a robust quaternary representation ( [3], [4],
[5], [6], [7], [8]). In our latest work in [2] we proposed the
use of Vector Quantization to further improve the efficiency of
the compression. In this work we propose an extension of our
solution in [2] by adding a special mapping algorithm which
is resistant to noise. This mapping is strongly inspired by the
works in [9] and [10] where the authors proposed an algorithm
for assigning binary words to vectors of a multidimensional
quantizer in such a way so that in case of an error the decoded
vector would be close to the correct one improving this way
the quality of the decoded signal. In this paper we extend this
algorithm to a constrained quaternary dictionary to be applied
for DNA coding.

III. CREATING THE QUATERNARY CODE

For the creation of the quaternary code we will use the
algorithm proposed in our previous work in [8]. The main idea
of this algorithm lies on the construction of words using some
pair-symbols, the concatenation of which can provide viable
words. As viable words we consider the words which when
assembled in an encoded strand they provide a quaternary
sequence which respects all the constraints imposed by the
process of DNA sequencing and will therefore be robust
to sequencing noise. The codewords of the code are build
using permutations of the elements from the two following
dictionaries:
• D1 = {AT,AC,AG, TA, TC, TG,CA,CT,GA,GT}
• D2 = {A, T,C,G}

More precisely, words of an even length l are constructed using
all possible permutations of l

2 pair-symbols from dictionary
D1. Equivalently, words of an odd length l are constructed
using all possible permutations using l−1

2 pair-symbols from
D1 to represent the first l − 1 nucleotides and a single
symbol from D2 to represent the last nucleotide of the words.
This method for building quaternary words ensures that the
codewords produced contain an appropriate percentage of G
and C which does not exceed 40-60% while also avoiding
homopolymers. It is clear that due to the biological restrictions

imposed, some quaternary words will be omitted from the
produced DNA code as they are considered as non-viable
for being more prone to sequencing errors. Consequently,
the constructed code will be less efficient than a complete
quaternary code but it is more robust to distortion. Another
important asset of this algorithm is the low complexity while
it provides a valid fixed length code that can be applied to any
type of input data in contrast to most of the existing state of
the art algorithms that can only be applied to binary.

IV. A CONTROLLED CODE-MAPPING RESISTANT TO
SEQUENCING NOISE

A. Introduction to the proposed mapping

Sequencing of DNA strands is an error-prone process and
can create insertions, deletions and substitutions of nucleotides
causing important noise in the decoded data. Illumina and
Nanopore are the two most widely used types of sequencers.
While Illumina is the most reliable solution providing a low
error-rate in the decoding, scientists are turning towards the
more recent Nanopore machine due to its low cost, fast
throughput and user-friendly, small size. Unfortunately this
type of sequencer introduces more noise in the decoded se-
quence compared to the Illumina, creating the need for finding
new ways to deal with errors in the decoded sequence. Existing
studies have proposed some interesting methods for error
correction by adding redundancy in the encoded sequence,
while always using robust encoding to reduce the possibility
of sequencing noise. However, the high error-rate introduced
by sequencers can’t easily be completely eliminated. Thus, in
this study we take a very first step in proposing an algorithm
which provides a solution resistant to sequencing noise. In
other words, this algorithm aims to reduce the impact of the
remaining sequencing errors. In this first attempt, we will only
focus on the noise of substitutions.

In [9] DeMarca et al. have proposed an algorithm for
assigning binary words to codevectors of a multi-dimensional
quantizer in such a way so to be resistant to channel noise.
Inspired by this idea and under the assumption that the noise
of substitutions introduced by sequencers can be modeled
as the one introduced by noisy channels of transmission we
extend the algorithm proposed in [9] which is applied to
binary codewords to an application which is using a quaternary
code. Before describing the proposed mapping algorithm it is
important to introduce some basic notions and definitions. Let
V = {v1, v2, . . . , vK} be a set of `-dimensional vectors vk. To
encode those K vectors, a codeW = {w1, w2, . . . , wK} of K
quaternary codewords is necessary. Since this study focuses
on DNA data storage this code W is constructed using the
dictionaries D1 and D2 providing a constrained encoding as
explained in section III. Consequently, the size K of the code
W is restricted to specific values as the words should be
created according to the constraints imposed by the process
of DNA coding. Consequently K ∈ {k1, k2, . . . } where:

k1 = 10 and ki+1 =

{
4ki, i: odd
10ki−1, i: even



Given the two sets V and W , one can define a mapping
function M : V 7→ W for assigning codewords from W
to codevectors of V . Using this function one can encode
a sequence of input blocks (codevectors) to a quaternary
representation of A, T, C and G.

Assuming a substitution error in the encoded quaternary
stream, some correct codeword wc will be transformed to
an erroneous codeword we and under the hypothesis that the
error rate produced by the sequencer will be reasonably small,
the Hamming distance between the correct and the erroneous
codeword will be dH(wc, we) = 1. Therefore, for each
correct codeword wc of length l there are different erroneous
codewords of distance 1. The set of all possible erroneous
codewords can be, according to coding theory, represented in
the Hamming Space as a sphere H(wc) of radius 1 the center
of which is the correct codeword wc. An example of such a
sphere is depicted in figure 1. In the case where the code W
contained all the possible arrangements of A, T, C, G, there
would be 4l different spheres the cardinality of which would
be |H(wc)| = 3l. However, as explained in section III, since
the code used for DNA coding excludes some words which
can’t be viable due to the encoding constraints, in this work
we consider K different spheres with varying cardinality. In
other words, some codewords we that would normally belong
to some sphere of center wc might be omitted due to the fact
that they do not respect the rules of DNA coding. As a result,
a substitution can cause two different possible types of error:
• Decodable error: The substitution transforms a correct

codeword wc to an erroneous word we which exists in the
constrained code C proposed in section III and therefore
we ∈ H(wc). Decoding will then provide an erroneous
vector ve instead of the correctly decoded vector vc. In
the case that the Euclidean distance dE(vc, ve) is small,
the produced error will not significantly affect the visual
quality of the decoded image. To this end we propose a
special mapping algorithm which allows the assignment
of codeword indices to vectors such that the possible
errors will lead to a minimum distortion. This algorithm
is analytically described in section IV-B.

• Undecodable error: The substitution transforms a cor-
rect codeword wc to an erroneous codeword we which
does not exist in the constrained code C. In this case
decoding is not possible and thus the application of
some error correction is necessary to allow decoding.
The applied correction techniques are further described
in section V.

B. The proposed controlled mapping algorithm

The main goal of this algorithm is to map codewords wq
from a code W which differ from each other at exactly
one position (Hamming distance of 1) to codevectors vq
from a vector set V which are close in terms of Euclidean
distance. The objective of this mapping lies in the fact that
in case of an error during sequencing and assuming that the
sequencing noise is small enough, a correct codeword will be
transformed to another one which will have a small Hamming

ΑΑΑΤ

ΑTΑΤ

ΑGΑΤ

ΑCΑΤ

ΑCΑGΑCCT

CCΑT

ACTT

TCATACAC

1

Fig. 1: Example of a Hamming sphere. The cross-elements denote
non viable words that would belong in the Hamming sphere but are
omitted due to the constrained quaternary code.

distance with the correct one. Thus, if those two codewords
are assigned to input vectors which are close, the error will
not significantly affect the image quality. To further define
which vectors can be considered as close vectors we introduce
a set S(v) which contains the closest vectors to the vector
v in terms of Euclidean distance. The central idea of the
proposed mapping is to assign codewords of the same sphere
to vectors which belong to the same neighborhood as shown
in figure 3. However, such an assignment is not possible for
every neighborhood S and thus it is necessary to perform this
assignment according to some priority. To this end, we define
an empirical function F (v) introduced by [9] for a vector v
as:

F (v) =
p(v)

αβ(v)

where p(v) is the probability of v in the input sequence, and

α(v) =
∑

j|vj∈S(v)

dE(vj , v)

with β ≥ 0 a trade-off parameter. Therefore vectors with
a higher value for F are considered to belong in a denser
neighborhood and should consequently get higher priority to
be assigned to the same sphere of words. The algorithm can
be very roughly described by the following parts:
• For each codeword wq: Create a sphere containing the
Bq codewords which have a Hamming distance of 1
compared to wq . Define B = max

i
(Bi), i ∈ {1, . . . , L}.

• For each input vector vq:
– Find a set S(vq) of B neighboring vectors vn which

are the closest to vq in terms of Euclidean distance
dE(vq, vn).

– Compute the following empirical function F (vq).
• Use algorithm 1 to progressively perform assignment

of vectors vq to codewords wq such that vectors with
a bigger F (vq) as well as their neighboring vectors
vn ∈ S(vq) will be assigned to the same sphere of
codewords whenever possible as depicted in figure 1. If
this is not possible assignment is performed such that
vectors are assigned to codewords which have a small
Hamming distance from the codewords already assigned
to their neighboring vectors.

• Optimization of the first assignment:
– Exchange the previously mapped codewords between

each pair of vectors.



– For each exchange check if the average distortion
has decreased. If true keep this change, else keep
the initial state of mapping.

Fig. 2: Mapping vectors to codewords

1

Fig. 3: ACD decoding schema

V. PROPOSED DECODING OF UNDECODABLE WORDS

As discussed in section IV-A in the case in which a
substitution error creates an undecodable word it is necessary
to employ some error correction to allow decoding. In this
section we will describe two possible methods for correcting
undecodable words. The first method which we will call
Simple Correction Decoding (SCD) is working according to
the two following assumptions.
• A substitution error will produce an erroneous word

which will not differ from the original one in more than
one nucleotide.

• Using the mapping algorithm proposed in the previous
section it is probable that codewords that are close in
terms of Hamming distance are assigned to codevectors
which are close in terms of Euclidean distance.

Let us assume a word wc which is corrupted by a substi-
tution error producing an undecodable erroneous codeword
we. Given the first assumption, dH(wc, we) = 1. To allow
decoding, we should be first corrected to a decodable word
wd. The idea behind SCD is to correct we to some word wd
we chose as most appropriate the codeword wd ∈ W which is
assigned to the median vector-index of the input image. This
choice has two possible outcomes. Either wd will be equal
to wc creating no visual distortion in the decoded image, or
wd 6= wc and dH(wc, wd) = {1, 2}.

By making use of one extra assumption which indicates
that since the input data is an image there can be correlations
between neighboring elements we propose a second more so-
phisticated decoding, which we will call Advanced Correction
Decoding (ACD). ACD works in two decoding cycles. In
the first cycle it performs a first decoding by omitting the

undecodable words. Then in a second round the algorithm
decodes the remaining undecodable words using the following
steps:
- Define as VH the set of vectors vHj

to which have been
assigned the words in H(we).
- Define Wn as the set of neighboring words wni

around we
with 0 ≤ i ≤ 8 as depicted in figure 3
- Define set Vn as the set of vectors vni with 0 ≤ |Vn| ≤ 8 to
which the codewords in Wn have been assigned.
- Define set S =Wn ∩H(we) = {w1, w2, . . . , wz}
• If |S| = 1, we ← w1 ∈ S
• If |S| > 1

- Define f(wz) as the frequency of a word wz , wz ∈ S
- we ← wz ∈ S such that wz = arg max

z
f(wz)

• if |S| = ∅
- Compute D(vHj

) =
∑|Vn|

i=1 dE(vHj
,vni

)f(M−1(vni
))

|VHj
| , for

vHi
∈ VH , ∀vHj

∈ VH
- we ← wd where wd =M(vd) with
vd := arg min

vHj

(D(vHj ))

VI. EXPERIMENTAL RESULTS

In our study we performed multiple comparisons in order to
prove the efficiency of the proposed mapping algorithm. For
each comparison we ran 10 different realisations of random
error added on the same input image and have plot the
improvement in PSNR in function of the error rate. The
points in each plot correspond to the mean value of the 10
different realisations of noise. As explained in IV-B, the main
assumption behind the proposed mapping algorithm is the
restriction of the errors to one error per quaternary word. Thus,
for the noise addition, we used a uniform random distribution
to select a percentage of words wc from the encoded sequence
and we introduced an error of one nucleotide in each wc.
To begin with, to set an upper bound in the performance
of the controlled mapping we tested the improvement of
PSNR compared to the non-controlled case by adding only
decodable errors. More specifically, in this experiment we
added random substitutions making sure that the created
erroneous words exist in the constrained codebook. Figure
4a, shows the improvement of PSNR (∆PSNR) for different
parameters of K and ` for VQ in function of the introduced
error rate. As observed in this figure, the controlled mapping
can improve the PSNR by at least 3 and at most 7.5 dB
in the optimal case where no corrections are needed. The
addition of only decodable errors might not be a realistic
case in practice but this plot reveals the true potential of the
proposed mapping algorithm. This is because in the case of an
undecodable error the correct codeword will be transformed to
an erroneous one we with dH(wc, we) = 1. This second more
realistic experiment is presented in figure 4b which depicts
the improvement of PSNR in function of different error rates
comparing the controlled and non-controlled mapping using
SCD for correcting the undecodable words. As expected the
undecodable errors decreases the improvement of PSNR pro-
viding a best case of ∆PSNR= 3dB. To improve those results



and since SCD is a simple decoding where the undecodable
word is corrected to the codeword mapped to the median
vector-index of the quantized input image, we also tested the
case of ACD. The result is shown in figure 4c which depicts
the improvement in PSNR comparing the controlled mapping
using ACD to the non-controlled mapping using SCD. This
case reveals the total improvement which can be achieved
providing a ∆PSNR betwenn 2.5 and 5dB. On the right
column of figure 4 we also present the visual improvement
for each of the previous cases on the input image which was
used in our experiments. The visual results are presented for
an error rate of 3%, which is the percentage of substitutions
introduced by the sequencer of the Nanopore (according to a
study in [11]), and for the values of K and ` which provided
the best PSNR improvement in each case.

VII. CONCLUSION

In this work we have introduced a new noise resistant
controlled mapping for optimally assigning DNA quaternary
words to vectors obtained by VQ. This new mapping has
been tested on a constrained codebook according to the needs
of DNA data storage. The obtained results exhibit a very
promising increase of PSNR providing a noticeable visual
improvement. An interesting future step of this work would
be extending this algorithm to treat other kinds of errors such
as insertions and deletions.
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Algorithm 2 Phase 1: For the remaining indices
Definitions:
Set V = {v1, v2, . . . , vK} of codevectors vk , |V| = K

Set W = {w1, w2, . . . , wL} of quaternary words wl, |W| = L

Define a mapping function M : V 7→ W
Set C ⊆ V of vectors vi :M(vi) = ∅
H(wl): Set containing codeword wl and the Bi codewords wn
that differ from wl in one nucleotide (Hamming distance of
1)
Define B = max

i
(Bi) with i ∈ {1, 2, . . . , L}

S(vk): Set containing vector vk and its B closest neigboring
vectors vn
Function α(vq) =

∑
j|vj∈S(vq)

d(vj , vq) with β ≥ 0 a trade-off

parameter.
Empirical function: F (vq) = p(vq)/α

β(vq) where p(vq) is the
probability of vq in the input sequence

Phase 0: For the first (B+1) indices
1: Initialise: C = V
2: vq := {vi ∈ C : vi = arg max

v
F (v)}

3: M(vq) = wq
4: M(vn) = wn, ∀vn ∈ S(vq), wn ∈ H(wq)

Phase 1: For the remaining indices
1: while C 6= ∅ do
2: C − {vq, vn}
3: vq := {vi ∈ C : vi = arg max

v
F (v)}

4: if M(vn) = ∅, ∀vn ∈ S(vq) then
5: if ∃wq : ∀wn ∈ H(wq),M−1(wn) = ∅ then
6: M(vq) = wq
7: M(vn) = wn ,∀vn ∈ S(vq), ∀wn ∈ H(wq)

8: else
9: H := arg max

s
(|Hs|), ∀s ∈ {1, 2, . . . ,K},

10: M−1(Hs) = ∅
11: M(vq) = wq
12: M(vn) = wn, ∀wn ∈ H(wq) :M−1(wn) 6= ∅
13: and vn = arg min

v
(d(vq, v)) with v ∈ S(vq)

14: end if
15: else
16: if M(vq) = ∅ but M(Γq) 6= ∅ with Γq ⊆ S(vq) then
17: if ∃wq: M(Γq) ⊆ H(wq) then
18: M(vq) = wq
19: else
20: H := arg max

s
(|Hs ∩M(Γq)|) ∀s ∈ {1, 2, . . . ,K}

21: if | arg max
s

(|H|)| ≥ 2 then
22: Let wnj , j = 1, 2, . . . , be the tied indices
23: Define a = vn|M(vn) ∈M(Γq) ∩H(wq)

24: Define b = vn|M(vn) ∈M(Γq) ∩H(wnj)

25: Assign to vector vq a word wq such that:
26: ∑

a

d(vn, vq) = min
q

∑
b

d(vn, vq)

27: end if
28: end if
29: end if
30: end if
31: end while
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a) Controlled mapping vs.non-controlled mapping (decodable errors only)
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b) Controlled mapping SCD vs. non-controlled mapping SCD
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Fig. 4: Left column: PSNR improvement in function of the error rate for different cases of VQ parameters K and ` with β = 0. This
value of β was reported in [9] to perform optimally for a non-uniform input probability distribution. The three different plots correspond to
different experiments as explained in the legends a, b and c. Right column: Visual results for each of the cases a, b and c for the values of
K and ` that provided the best performance. The selected error rate for those images is 3% accordingly to the percentage of substitutions
caused by the Nanopore sequencer [11].


