arXiv:2202.10693v2 [cs.CV] 3 Jan 2023

Universal adversarial perturbation for remote
sensing 1mages

Qingyu Wang
School of Computer Science and Technology
Anhui University
Heifei, China
€20301182 @stu.ahu.edu.cn

Zhaoxia Yin
School of Communication & Electronic Engineering
East China Normal University
Shanghai, China
zxyin@cee.ecnu.edu.cn

Abstract—Recently, with the application of deep learning in
the remote sensing image (RSI) field, the classification accuracy
of the RSI has been dramatically improved compared with
traditional technology. However, even the state-of-the-art object
recognition convolutional neural networks are fooled by the
universal adversarial perturbation (UAP). The research on UAP
is mostly limited to ordinary images, and RSIs have not been
studied. To explore the basic characteristics of UAPs of RSIs, this
paper proposes a novel method combining an encoder-decoder
network with an attention mechanism to generate the UAP of
RSIs. Firstly, the former is used to generate the UAP, which
can learn the distribution of perturbations better, and then the
latter is used to find the sensitive regions concerned by the RSI
classification model. Finally, the generated regions are used to
fine-tune the perturbation making the model misclassified with
fewer perturbations. The experimental results show that the UAP
can make the classification model misclassify, and the attack
success rate of our proposed method on the RSI data set is as
high as 97.09%.

Index Terms—Remote sensing image, deep learning, universal
adversarial perturbations, encoder-decoder, attention mechanism

I. INTRODUCTION

The development of surface observation instruments has
promoted the rapid development of remote sensing image
(RSI) technology and made the RSI scene classification widely
used in coverage management, geographic spatial target detec-
tion, urban planning, and other research [1} 2].

Due to the small number, low resolution, and lack of diver-
sity of RSIs, the classification accuracy of traditional feature
extraction methods [3? ] is limited. Due to the strong learning
ability of deep learning, many excellent deep algorithms have
been applied to remote sensing sectors such as convolutional
neural networks and achieved significant results. [4] used the
neural network to extract the image information, selected the
consolidated full connection layer to construct the final RSI
scene, and used discriminant correlation analysis for feature
fusion. The problems of extracting space-spectral features and
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classification model overfitting were solved by using 3D con-
volutional neural networks, regularization, dropout, and virtual
examples [S)]. [6] proposed a scene classification network
architecture based on multi-objective neural evolution which
can extract information of the RSI more flexible. The above
classification methods baed on the neural network dramatically
have improved the classification accuracy and speed of the RSI
classification model.

At present, many studies have shown that deep learning has
serious security problems. Such as, the adversarial perturbation
that could make the classification model misclassify clean
examples was first discovered by [7]]. [7] also proposed a
method to generate adversarial perturbation by calculating the
backpropagation values of gradients. [8] improved the attack
success rate (ASR) by increasing the number of computing
the gradient and reducing the attack step. [9] calculated the
distance between clean examples and classification boundaries
to improve the visual quality of adversarial examples. [10]
proposed an attack method based on optimization, which con-
sidered both high ASR and minor perturbation. However, the
above attack methods can only calculate a single perturbation
at a time, which takes a long time and only has a high ASR
on the white box model with known network parameters.

Aiming at the problems existing in the above attack meth-
ods, [L1] first proposed the universal adversarial perturbation
(UAP) that image-agnostic perturbations by superposing per-
turbation generated by [9]. UAP is generated from multiple
images and is applied to more. UAP can maintain good
generalization ability that can well attack black-box models
with unknown parameters. [[12] used spatial transformation
[13] and image-to-image translation adversarial networks [14]
to propose an additive and non-additive universal perturbations
generation method. However, the above methods of generating
UAP have the problem of poor visual quality in RSIs.

Many studies found that even RSIs that differ from ordinary
images in shooting angle and resolution also face the same
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Fig. 1: Overview of generalized universal adversarial perturbation. ‘1’ represents that the value of n;; increases and ‘|’
represents that the value of n;; decreases.

security problems. [15] first applied the attack method on
ordinary images to the RSI classification model and verified
that the RSI classification models can also misclassify. [16]
showed the performance of remote sensing adversarial ex-
amples under different models and data sets and found that
most of the adversarial examples were wrongly divided into
several specific classes, which was called attack selectivity.
[17] proposed a black-box attack method using a proxy model
and tested the universal of the generated adversarial examples
in different models. [18] verified that synthetic aperture radar
images were also affected by adversarial attacks. [19] used
the method [11]] to verify that synthetic aperture radar images
were also affected by UAP. The above research shows that
adversarial attacks can cause misclassification of the RSI
classification model. However, the UAP in remote sensing
images has not been studied.

To verify the effect of the UAP on the RSI classifica-
tion model and whether remote sensing universal adversarial
examples has the attack selectivity, a method of generating
remote sensing UAP using an encoder-decoder network [20]
is proposed. To better find the characteristics of the regions
concerned by the RSI classification models, an saliency map
[21] is used. The experimental results of our proposed method,
which can achieve an ASR of 97.09%, show that the RSI is
also affected by UAP.

The main contributions of our paper are:
1. An encode-decode network, which can improve the gen-

eration efficiency, is introduced to generate the universal
perturbation.

2. A saliency map, which can find the sensitive region of
the classification model, is used to modify the universal
perturbation.

3. We verify that universal adversarial examples of RSI have
the attack selectivity.

II. OUR PROPOSED METHOD

The perturbation generated needs to mislead the classifica-
tion model accurately to generate the UAP with high ASR and
minor perturbation. Based on this, we propose a method to at-
tack accurately by training and modifying UAP. In the training
stage, an encoder-decoder network and a classification model
are used to train the perturbation. An encoder-decoder network
is used to ensure that the input and output are consistent.
The classification model is used to update the perturbation.
To reduce the perturbation of remote sensing UAP, a saliency
map is used to fine-tune the generated perturbations to improve
their ASR and visual quality.

A. Training stage

Fig. [T] is flow charts for generating UAP. In the training
stage, random noise z ~ N(0,1) is an input. The generator
includes multi-layer convolution, pooling, and upsampling op-
erations, ensuring better high-dimensional feature extraction.
Perturbation is added to each clean example to get the adver-
sarial example which is then clipped. Next, the target model
is used to predict it. For target model Cy(x) with parameter
0, the model can correctly identify the clean example x if
Cy(x) = ¢, where c is the correct label of the corresponding
example. When the example is added with perturbation §, the



model will misclassify the example if Cy(z + §) # c. The
UAP is to find a perturbation v that many clean examples
satisfies the formula Cy(x 4 v) # c. This paper aims to find a
perturbation v that misclassifies most examples. The training
of universal perturbations with an encoder-decoder network
can be summarized by

max

WL(CGW +9),9)], (D

minE(z,y) ~ D
1
where y is the example label, and L(Cy(x + ), y)] is the loss
function, i.e., cross-entropy loss. max (L) is the optimization
objective, that is, to find the perturbation bounded by an
infinite norm that maximizes the loss function. The outer layer
is the minimum formula for optimizing the encoder-decoder
network with parameter ;. When the model is fixed, we
minimize the perturbation to make the model classification
errors.

The loss function used to optimize the encode-decode
network in this paper is

M
1

L= N i ;yic log(Pic), 2)

where N is the total number of examples. M represents the

number of categories, y;. = 1 if the true category of example

i is equal to ¢, otherwise 0, P;. is the predicted probability

that the example ¢ belongs to category c.

B. Modifying stage

In the modifying stage, firstly, we generate the saliency
map, which represents the region of concern for the model
of the training set. The reason why the saliency map is
used to modify the perturbation is saliency map can find
the concern region of the model, which is more sensitive to
the perturbation than the other region. In order to better the
statistical model for each sample area of concern, the saliency
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map is binarized. Next, a weighted image of the model concern

region is obtained by adding all binary images. The weighted

image is divided into two parts by setting a threshold of T'.
An adjustment module is designed to modify the

perturbation,,,;4 according to the weighted image, which is

modified by

if yi;>T

if yi; <T’ ®)

)Ny ko
Mij = {nij * 3
where y;; represents the value of the weighted image in
position (4, j) and n;; represents the value of perturbation,,;q
in position (,5). The parameter of « and /3 is a positive
number, which is @ > 1 and § < 1. The value of the
parameter is different due to the different areas of concern
in different models. When the value y;; greater than 7', the
value n;; is increased; otherwise, m;; is decreased. Finally,
the perturbation;, is generated, which is used to generate the
universal adversarial examples.

III. EXPERMENTS

The experiments are carried out on the remote sensing data
set PatternNet [22] with 38 classes. The data set has 38 classes
and each includes 800 images with a size of 256 x 256. We
randomly select 50 images for each class as the training set
and 9158 as the validation set. The latest classification models
of VGG16 [23], VGG19 [23], ResNet34 [24] and ResNet101
[24] are trained to evaluate the attack effect of our proposed
method. The classification accuracy of the four models is
94.92%, 94.18%, 99.72% and 99.75%, respectively. An infinite
norm bounds the UAP in training, such as ||6|| . < e = 10. The
parameters of the learning rate and weight decay are 0.001, and
the number of iterations is 50. Fig. [2]illustrates some clean and
corresponding adversarial examples. For example, the label in
Fig. [2] (a) changes from airplane to (Fig. [2] (e)) storage_tank
when a universal perturbation is added. It can be seen that
the universal adversarial perturbation is imperceptibility. The
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Fig. 2: Some clean and adversarial examples in VGG16. (a)~(d) are clean examples, (e)~(h) are adversarial examples.
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Fig. 3: Universal perturbations computed for different network architectures. The pixel values are scaled for visibility.

Fig. 4: Diversity of universal perturbations for the VGG16 network. The four perturbations are generated using different
random shufflings of the training set.

universal perturbations of different networks are visualized in
Fig. B] It shows that the universal perturbations are not the
same in different networks. In Fig. EL four different universal
perturbations obtained by using random shufflings in the
training set are visualized. It can be seen that such universal
perturbations are different, although they are generated by the
same networks and constraints.

A. The performance of the ASR and perturbation magnitude
(PM)

The evaluation criteria are the ASR, which refers to the pro-
portion of adversarial examples that the model misclassifies,
and PM, which is the difference between the adversarial and
clean examples. We compare ASR and PM on the validation
set with the other methods. The experiment results are shown
in Table [l It can find that our proposed method improves
the ASR and reduces the PM. This is because an encoder-
decoder network and a salience map are used to mislead
the classification model accurately. In addition, we test the
effectiveness of the saliency map used in our proposed method.
The performance before and after perturbations modification
is shown in Table [l It can be seen that the saliency map
can improve the visual quality and ASR of the adversarial
examples.

To demonstrate the effectiveness of our method, we show
the ASR under different perturbations in Fig. [5] These pertur-
bations are calculated by averaged [, distances in the validation
set. Different perturbation norms are achieved by scaling each
perturbation to have the target norm. It can be seen from Fig. [3]
that the overall attack effect of our proposed method is higher
compared to the other methods under the same perturbations.
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Fig. 5: Comparison of ASR (%) under different perturbations
on the VGG16 network.

B. Generalization ability between models

The generalization ability of our proposed method with and
without a saliency map is tested to show the attack ability of
the UAP between different models, as shown in Table [[Tl] Each
row represents the ASR of the perturbation generated in the
target model on the other models, and each column represents
a different target model. As in Table[II] our proposed method
preserves a good ASR between different models. Such as, the
UAP generated by VGG16 can achieve an ASR of over 90%
on VGG19 and over 85% on ResNet34 and ResNet101. It also
can be seen that the generalization ability of the same model



TABLE I: Comparison of ASR (%) and PM (I3 norm) with
other methods on the Patternet dataset.

VGG16 VGG19 ResNet34  ResNetl01
[ 73.27 66.35 82.91 89.29
ASR  [12] 95.40 93.31 96.22 96.27
Ours 95.75 94.74 96.26 97.09
[I1]1 3348.64 3422.67 4015.34 4322.52
PM 4126.38  4247.44 4042.89 4209.33
Ours 3375.28  3288.22 3845.84 3878.72

TABLE II: The ablation experiment with and without
saliency map in our proposed method.

VGG16 VGGI9 ResNet34 ResNetl01

ASR Without ~ 95.72 94.41 95.82 97.02
With 95.75 94.74 95.96 97.09

PM Without 4034.78 4053.13  3665.37 4159.35
With  3375.28 3288.22 3512.71 3878.72

architecture is better, such as the perturbation generated by
the VGG16 model has a higher ASR in the VGG19 model.
It also can be seen that saliency maps has little effect on the
generalization ability, which reduce the required PM.

C. Attack selectivity

The paper [25] proposed a soft-threshold defense against
adversarial examples method based on attack selectivity. To
verify that UAP generated by the proposed method has attack
selectivity, we make statistics on the classification results of
adversarial examples, as shown in Fig. [§] It can be seen
that it will cause attack selectivity when the perturbation is
added to the examples. For example, on the VGG19 model,
over 88% of the validation set, which includes 38 classes,
is misclassified into three classes. At the same time, under
the ResNet34, VGG16, and VGG19 models, the proportion of
examples in certain classes has exceeded 80%, and ResNet101
has exceeded 89%, equivalent to achieving a targeted attack.
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TABLE III: Generalization ability representing the ASR (%)
in different models of our proposed method with and without
saliency map. The first row is attacked models, and the first
column is the targeted models used to generate adversarial
perturbations.

VGG16 VGGI9 ResNet34 ResNetl01

VGG16 Wltl"IOth 95.72 92.53 86.74 86.74
With 95.75 92.78 85.93 86.76

VGG19 Wltl.lout 93.47 94.41 88.60 83.94
With 93.46 94.74 88.03 84.23

ResNet34 Wltf.lout 76.49 73.10 95.82 86.21
With 76.10 72.30 96.26 86.31

ResNet101 Wltlllout 84.45 82.18 90.97 97.02
With 84.22 81.67 91.13 97.09

IV. CONCLUSION

This paper proposes a UAP generation method for the first
time on RSIs. The method utilizes an encoder-decoder network
and saliency map to generate the universal perturbation. The
former uses the training example to generate the perturbation,
while the latter uses the saliency map to modify the pertur-
bation in the sensitive area of the classification model. We
apply the universal perturbation attack methods on ordinary
images to RSIs and compare it with our proposed method.
Experimental results show that our proposed method improves
the ASR while reducing the PM. Furthermore, we also verify
that it has good generalization ability and attack selectivity.
Our proposed method in generating remote sensing universal
perturbation has effectively achieved a high ASR and minor
PM. However, the use of a saliency map to modify the
perturbation is instability, so we will improve the stability of
the saliency map to improve the ASR and PM in the future
work.
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