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AbstrAct
The development of 5G and artificial intel-

ligence technologies have brought novel ideas 
to the prevention, control, and diagnosis of dis-
ease. Due to the limitation of the privacy pro-
tection of medical big data, releasing the data of 
patients is not allowed. However, as COVID-19 
spreads globally, it is urgent to develop a robust 
diagnostic model to serve as many institutions as 
possible. Therefore, we propose a 5G-enabled 
architecture of auxiliary diagnosis based on fed-
erated learning for multiple institutions and cen-
tral cloud collaboration to realize the sharing 
of diagnosis models with high generalization 
performance. In order to exchange model and 
parameters between the central and distribut-
ed nodes, a framework of diagnosis model cog-
nition is constructed for sharing and updating 
the model adaptively. The severity classification 
experiments of COVID-19 were carried out on 
the central cloud and three edge cloud servers 
to verify the effectiveness of the proposed archi-
tecture and model cognition strategy. At the 
same time, the aggregated model shows good 
performance with accuracy rates of 95.3, 79.4, 
and 97.7 percent on distributed nodes, and the 
recognition results can assist doctors in execut-
ing auxiliary diagnosis. Finally, the open issues 
of model fusion of multimodal data in the 5G 
network architecture are discussed.

IntroductIon
By 2021, the outbreak of COVID-19 has led to 
hundreds of millions of infected cases and mil-
lions of mortalities. The World Health Organi-
zation (WHO) announced that the outbreak of 
COVID-19 constitutes a public health emergency 
of international concern. It is a critical topic to 
explore a scheme of diagnosis and treatment for 
the epidemic [1]. The universal digitalization of 
patients’ illness data and the extensive application 
of big data analysis techniques make the applica-
tion of artificial intelligence (AI) techniques in the 
research of COVID-19 a novel solution and have 
sped up the transition of conventional medical 
services to smart medical services [2, 3].

The development of AI and 5G technol-
ogy has greatly driven the intelligent trend of 
COVID-19 prevention, control, and diagnosis. 
Zhang et al. designed an AI system with com-
puted tomography (CT) images to determine 
whether a patient is infected with COVID-19 
and the prognosis of a given patient [4]. At the 

same time, Hossain et al. proposed a beyond 
5G (B5G) framework that uses the low-latency 
and high-bandwidth capabilities of 5G networks 
to detect COVID-19 based on medical images 
[5]. Min et al. proposed a susceptible individuals, 
exposed individuals, infective individuals, recov-
ered individuals (SEIR) model with characteristics 
of population migration, proving the importance 
of social distance and migration rate in reducing 
the number of infections and the basic amount 
of reproduction in order to prevent the spread of 
the COVID-19 pandemic [6]. In [7], a cloud-sup-
ported physical space positioning framework for 
patient monitoring is proposed to minimize the 
spread of viruses after the patient is monitored. 
Moreover, as the number of infections in various 
countries continues to be disclosed, numerous 
prediction models have been established. The 
utilization of a single point of data to achieve 
the diagnosis and prevention of COVID-19 has 
brought significant results.

AI technology plays a significant role in aux-
iliary diagnosis of COVID-19, and significant 
results have been achieved [8]. As the number of 
cases continues to increase, more data is need-
ed to train deep learning algorithms to enhance 
the robustness of the model. However, due to 
the simplification of researchers’ cooperative 
institutions and the limitation of patient informa-
tion privacy protection, many researchers can 
only obtain the dataset from a hospital to con-
duct research, resulting in poor compliance of a 
trained model to the patients of other hospitals. 
As a result, the trained model only serves specific 
hospitals and cannot be widely promoted. There-
fore, many people have trained a variety of mod-
els on similar types of data or the same research 
point, and due to the limitation of training data or 
trained models, the models have not been widely 
used. Federated learning has broad prospects in 
the medical field. In order to solve the problem 
of the inability to share data of patient among 
hospitals, Kim et al. proposed federated tensor 
decomposition for computational phenotyping. 
While respecting privacy, this method obtains an 
accuracy rate similar to the centralized training 
model [9]. Huang et al. designed a communi-
ty-based federated machine learning algorithm 
that uses clustering data to train multiple commu-
nity models. The experimental results show that 
the prediction accuracy of the algorithm is close 
to the method of centralized training. When pri-
vacy needs to be protected, the algorithm can be 
extended to other prediction tasks [10].
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The coverage of 5G and the rapid develop-
ment of related communication technologies 
have greatly increased the transmission rate of the 
network [11]. A key issue considered in this article 
is to use federated learning to diagnose COVID-
19 in a 5G network environment, and realize 
the privacy protection and information sharing 
of each node’s data through model aggregation 
and distribution under the premise of ensuring the 
diagnosis capability [12].

Most hospitals will examine the hematolog-
ical indicators of COVID-19 patients and the 
symptom texts of patients when they are admit-
ted, which are the most common types of data. 
This article is based on AI technology to train 
the model with multi-source heterogeneous data 
used for the implementation and deployment of 
federated learning at the same time [13]. Spe-
cifically, the auxiliary diagnosis includes identifi-
cation and severity classification of COVID-19. 
Driven by 5G technology, the recognition model 
jointly established by multiple hospital nodes 
can accurately and quickly realize the detection 
and diversion of patients, which helps to allocate 
medical resources reasonably and reduce redun-
dant consumption. In order to solve the above 
problems, the main contributions of this article 
are as follows:
• A 5G-enabled diagnosis architecture is used 

for cognition and protection of patients’ 
data. Considering the requirements of low 
latency and high accuracy in COVID-19 
diagnosis, an architecture is constructed to 
achieve privacy protection and condition 
awareness of patients. The integration of 
5G technology and federated learning will 
achieve more accurate recognition, assisting 
doctors in decision making on the basis of 
ensuring high-speed data transmission.

• The diagnosis model cognition based on fed-
erated learning is designed to update and 
share the model. In order to achieve the 
utilization of multi-hospital nodes data and 
the improvement of model generalization 
performance, the idea of model design, ini-
tialization, updating, and aggregation based 
on federated learning to assist COVID-19 
diagnosis is proposed. It helps multi-source 
data train a model on the basis of ensuring 
user privacy and multi-node sharing models.

• A severity classification task is implemented 
to verify the effectiveness of the proposed 
scheme. The data of patients from different 
hospitals are collected and analyzed. We use 
the severity classification as a case study to 
carry out a verification experiment. With the 
diagnostic model based on federated learn-
ing some better models can be attained by 
distributed nodes to predict the severity of 
COVID-19.
Our work provides a novel idea to improve 

the diagnosis performance of COVID-19 while 
ensuring protection of patients’ privacy. The 
remainder of this article is organized as follows. 
The following section introduces the design of 
auxiliary diagnosis architecture. We then pres-
ent the diagnosis model cognition with federat-
ed learning. Following that, we show data-driven 
evaluation for auxiliary severity diagnosis. Finally, 
we conclude the article.

ArchItecture of AuxIlIAry dIAgnosIs And 
ApplIcAtIon for coVId-19

Introducing federated learning into the 5G-driven 
intelligent medical system will bring about novel 
evolution in the diagnosis and treatment of dis-
eases. This section first presents a brand new dis-
ease-assisted diagnosis architecture, as shown in 
Fig. 1, and then takes COVID-19 as an example to 
carry out related applications to achieve auxiliary 
diagnosis.

ArchItecture oVerVIew
In the architecture of auxiliary diagnosis based 
on federated learning, there are three locations 
where data and model are produced. Local 
devices deployed at local hospitals are used to 
examine and monitor physiological signals, which 
are the closest access to the source of data. The 
doctor-patient is the source of raw data, who is 
responsible for uploading the generated data to 
the node server where the hospital is located. 
Edge clouds are around the hospitals they serve, 
and give important guarantees of computation 
capability. The cloud will collect a variety of mod-
els from different edge clouds in order to shape 
a better model. Specifically, the three locations 
play different functions during the transmission of 
data and models. The architecture mainly includes 
three parts: data collection layer, diagnosis feed-
back layer, and model cognition layer.

Data Collection Layer: Considering infectious 
diseases under the epidemic, it is necessary to 
employ sensor technology, automation technol-
ogy, and 5G to realize automatic data collection 
and transmission for local equipment deployed 
in hospitals. With high transmission speeds, quick 
real-time capabilities, and full-space connections, 
the 5G architecture is oriented to multi-scene col-
lection environments, multi-service objects, and 
multi-device solutions, providing an important 
basic guarantee for model cognition and disease 
diagnosis.

Diagnosis Feedback Layer: The data collected 
by the local devices will be uploaded to the serv-
ers of the edge cloud nodes for disease identifi-
cation and diagnosis. The layer is located on the 
edge cloud. It obtains mature diagnostic models 
from the cloud upward and receives data stream-
ing from devices downward. After receiving the 
recognition result of the algorithm, it will be 
passed back to the data collection layer to help 
the doctor carry out the auxiliary diagnosis of the 
condition.

Model Cognition Layer: From raw data, com-
mon model to personalization model, finally a 
generalization model is generated. After receiv-
ing the initial model from the cloud, the edge 
cloud first conducts separate model training on 
the data from each hospital node, then uploads 
it to the cloud to learn the approximate distribu-
tion of the data of different nodes, and finally, the 

The cloud will collect a variety of models from different edge clouds in order to shape a better model.  
Specifically, the three locations play different functions during the transmission of data and models.  

The architecture mainly includes three parts: data collection layer, diagnosis feedback layer, and  
model cognition layer.
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central cloud sends an aggregation model to the 
edge node for model inference. There are lots 
of iterations and optimization based on federat-
ed learning to attain cognitive diagnosis models. 
Meanwhile, privacy-preserving mechanism (e.g., 
differential privacy) is used to preserve the infor-
mation of patients, making it difficult to execute 
model anti-inference.

The data and model parameters can be trans-
mitted smoothly on the three layers, making it 
convenient to train and test models based on fed-
erated learning.

ApplIcAtIon for coVId-19
Patients with COVID-19 have more than one type 
information and data in order to receive compre-
hensive treatment. There are mainly multimodal 
data as follows.

Basic Identification Information: Basic identity 
information of patients is of great significance for 
determining the connection between patients, 
tracking the trajectory of patients, and finding 
potential contacts. This is not only conducive to 
the prevention and control of the COVID-19 epi-
demic, but also conducive to the discovery of the 
correlation of viral gene sequences. Generally, 
the patient’s basic identity information is used to 
establish a COVID-19 knowledge graph to train 
end-to-end relationship discovery and entity rec-
ognition models, mainly based on long-term and 
short-term neural networks and convolutional 
neural networks.

Medical Record Text Data: The medical record 
mainly records the patient’s symptoms, underly-

ing diseases, and treatment plans, which can be 
employed to train diagnosis and treatment mod-
els based on symptoms and underlying diseases. 
It includes a text vectorized model and diagnosis 
and treatment model. Vectorized models (e.g., 
Word2Vec, BERT) used for diagnosis and treat-
ment include convolutional neural network with 
attention mechanism, Transformer, and so on.

Biochemical Inspection Data: Generally, the 
test data is numerical data. Different machine 
learning and deep learning algorithms can be 
used according to different diagnostic tasks. Deep 
neural network can be used to train the classifica-
tion or regression model for COVID-19 negative 
and positive judgments to predict the number of 
hospital stays.

Medical Image Data: Chest computed tomog-
raphy images help provide accurate and rapid 
COVID-19 screening and detection. The transfer 
learning method is used to train a deep convo-
lutional neural network, and a binary classifica-
tion model is obtained to determine whether a 
CT image is positive or negative. Due to the lim-
itation of the small dataset, there may be over-
fitting in the initial model, and the generalization 
performance of the model can be continuously 
improved in later adjustment.

In the application for COVID-19 patients, 
multi-task models are often required to run in par-
allel to achieve diagnosis and identification. After 
the patient is admitted to the hospital, nucleic acid 
testing will be carried out in the early stage for 
confirmation. During the course of treatment, a 
diagnosis of the severity of the disease will be per-

FIGURE 1. The architecture of auxiliary diagnosis based on federated learning.
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formed to determine the appropriate treatment 
plan. Because of a variety of medical conditions 
and information levels of different hospital nodes, 
it is difficult for ordinary hospitals to obtain mod-
els with satisfactory performance, while top hospi-
tals have the conditions to train high-performance 
models. After introducing federated learning, 
each medical node updates model parameters 
and other information through encryption, and 
the cloud server performs synthetic training with-
out raw data. It is of great significance for alle-
viating the imbalance of medical resources and 
improving the clinical level of ordinary hospitals.

dIAgnosIs Model cognItIon wIth  
federAted leArnIng

Because COVID-19 data is not centralized and 
there are privacy protection restrictions, we con-
sider integrating federal learning into the COVID-
19 diagnosis model. On one hand, federated 
learning solves the problem of decentralization 
of data and protects the privacy of patients. On 
the other hand, the joint diagnosis model of mul-
tiple nodes is beneficial to the improvement of 
model performance. The hospital manages the 
medical data of all patients in the hospital, and is 
responsible for receiving and updating the model 
transmitted by the cloud computing center. The 
cloud computing center is responsible for collect-
ing models from various hospitals and distributing 
the improved models back to each hospital. Spe-
cifically, diagnosis model cognition includes four 
modules, namely model design, model initiation, 
model updating, and model aggregation, as shown 
in Fig. 2. Meanwhile, a privacy-preserving mecha-
nism plays an important role in each module.

Model desIgn
After the central node knows about the require-
ment of distributed nodes, combined with the 
environment and conditions of the central server, 
the requirements will be defined, and the design 
for architecture of the model will be carried out 
at the same time. In the application of COVID-19, 
after a new patient is admitted to the hospital, it 
is necessary to decide the severity of the disease 
and dispatch appropriate medical resources to 
carry out treatment in a timely manner.

The patient’s blood test indicators are used 
to identify the severity. The structure design and 
parameter settings of the model are shown in 
Table 1. Since blood indicators are only 85 simple 
numerical data, linear regression function is suit-
able to build neural networks. There all five layers 
in the network and first four linear layers are acti-
vated with ReLU function to enhance the fitting 
ability. In addition, adaptive moment estimation 
and cross entropy loss are utilized as the optimiz-
er and loss function. It is notable that before train-
ing a pretrained network with biochemical data, 
they are going through some processing methods 
such as filling missing values and normalization 
operation.

Model InItIAtIon
Model initiation means that the central node 
needs to use part of the data in the cloud to 
initialize the diagnostic model according to the 
structure of the model.

The data on the central server is used to pre-
train the parameters of the deep neural network 
[14], and the parameters are updated by an adap-
tive gradient algorithm. It can dynamically adjust 
the learning rate of each parameter using small 
step size updates for frequently changing parame-
ters and large step size updates for sparse param-
eters, which can be formulated as follows:

θt+1 = θt − η⋅ gt
gt
2

i=1
t∑    

(1)

where q is the parameter of the network, gt = 
∇qJ(qt–1) represents the gradient of the t time 
step, and h is the learning rate. When the pre-
trained model is completed, it will be distributed 
to each sub-node.

Model updAtIng
After receiving the initiation diagnostic model sent 
by the central server, sub-nodes will use local data 
to fine-tune the parameters of the model to fit 
their conditions.

FIGURE 2. Diagnosis model cognition on central node and distributed nodes.













  


























 











TABLE 1. Model design and parameters setting for 
severity recognition of patients with COVID-19.

Layer Input Output Activation

1 85 128 ReLU

2 128 64 ReLU

3 64 32 ReLU

4 32 8 ReLU

5 8 3 —

Other 
params

Optimizer Adaptive moment estimation

Loss Cross entropy loss
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The model updating of sub-nodes is execut-
ed on the basic pre-trained model to gain new 
knowledge from local samples and still retains the 
learning ability of the original model. At the same 
time, in the process of training the model, it is 
necessary to consider reducing the loss value of 
the model to improve the local recognition per-
formance, and use an adaptive gradient optimizer 
to update the parameters of the network.

After the sub-node completes the training, the 
respective parameters will be uploaded to the 
central server for model aggregation. When the 
aggregation is completed, the parameters will be 
sent back to the sub-node to update the adaptive 
model, so as to loop until it meets the require-
ments of the sub-node.

Model AggregAtIon
In order to obtain valuable data from various 
distributed nodes without invasion of privacy of 
patients, the central cloud will aggregate updated 
models from various sub-nodes. The goal is to 
improve generalization capabilities while ensuring 
performance by integrating models trained with 
multi-source data. In order to maximize the uti-
lization of the parameters of the optimal model, 
a parameter aggregation strategy named accura-
cy-first is constructed as follows:

θτ = θi
τ ⋅

νi

νii=1

n
∑i=1

n

∑
   (2)

where qti is the parameter of the tth layer of the 
sub-node i training network, ni is the accuracy rate 
of sub-node i on its testing set, and n represents 
the number of sub-nodes. After completing 
parameters aggregation, a new round of model 
recognition is opened. The central cloud iterative-
ly trains the model and sends back the parameters 
to edge clouds until the sub-nodes are satisfied 
with the performance of the model.

prIVAcy-preserVIng MechAnIsM
Although the risk of patient data leakage has 
been greatly reduced through federated learn-
ing, there are still privacy protection issues in the 
doctor-patient-hospital interaction. Therefore, it 
is necessary to strengthen the privacy protection 
in the medical network at the current connection 
point [15]. In the protection of COVID-19 data, 
privacy protection methods are divided into two 
aspects: technology and access control. Technical 
protection relies on cryptography in traditional 
data privacy protection. The data interaction node 

topology model of the cloud platform environ-
ment is constructed, and encryption algorithms 
are used to improve data security. Access control 
refers to the hierarchical management of medical 
data and users, and different rights are provided 
for each visitor based on the weight of different 
data in privacy protection. The established privacy 
protection system can form systematic protec-
tion in the storage, access, and transmission of 
COVID-19 data.

dAtA-drIVen eVAluAtIon for  
AuxIlIAry seVerIty dIAgnosIs

By using blood index data of COVID-19 patients, 
a cognitive classification model of severity based 
on federated learning was constructed, and 
data-driven evaluation experiments were carried 
out.

experIMent settIng
For the purpose of performing the severity auxil-
iary diagnosis based on federated learning, one 
central node is configured as remote cloud and 
three sub-nodes are configured as edge clouds. 
The details of configuration information and sta-
tistics of dataset deployed different nodes are 
shown in Table 2.

Due to the limitation of data source, the data 
are only from two hospitals. The dataset on sub-
Node2 is from a hospital, and others on other 
nodes are from another hospital but different 
periods. Therefore, it is meaningful to carry out 
experiments with them. The severity of COVID-
19 is recognized as three types: low, medium, 
and high. It can be seen due to the imbalance of 
patients that low and medium have more samples, 
but high has few. The training set and the testing 
set are divided at a ratio of 7:3 using a stratified 
sampling method, ensuring that the proportions 
of category samples divided into the two sets are 
balanced. There are 315 samples on the central 
node, and the total number of samples for sub-
Node2 is 332, which has the most samples.

There are 85 blood index fields in a sample. 
However, in actual scenarios, since it is generally 
difficult to completely test all the index items for 
each patient, there is a problem: some indices 
are missing. Before training the model, the miss-
ing values need to be supplemented. During the 
experiments, after dividing the training and test 
datasets, each node calculates the average value 
of the different index items of each sample with-
out null value on its own training dataset to add 

TABLE 2. The dataset statistics and server configurations of central cloud and edge clouds.

Node
Training dataset Testing dataset Server

Low Medium High Sum Low Medium High Sum Type RAM VRAM Frequency

Central 
node

156 50 14 220 67 22 6 95
Tesla 
V100

512 
GB

32 GB 5012 MHz

Sub-
node1

126 39 5 170 54 17 2 73
RTX 
2080 Ti

512 
GB

8 GB 1920 MHz

Sub-
node2

152 64 16 232 66 27 7 100
Tesla 
V100

512 
GB

32 GB 5012 MHz

Sub-
node3

54 16 16 86 23 7 7 37
GT 
1030

4 GB 2 GB 60 HZ
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the corresponding missing values in the training 
and testing set item. Then the values of different 
indicators will have differences in magnitude. 
Min-Max Normalization is used for normalization 
processing. Similarly, the training dataset on each 
node is used as the standard to normalize the 
corresponding training and testing set. After the 
data preprocessing is complete, the model will be 
trained on each node server. The evaluation index 
for a model is accuracy rate.

Three kinds of server configurations are used 
as remote cloud and edge cloud. Tesla V100 serv-
ers are used on the central node and sub-Node2, 
while RTX 2080 Ti and GT 1030 are used on the 
other two nodes. According to the different types 
of servers, there is a variety of random access 
memory (RAM), video random access memory 
(VRAM), and frequency.

coMpArIsons of AggregAtIon strAtegy
After each sub-node completes the model train-
ing, the parameter aggregation will be performed 
in the central node. It is very important to select 
a suitable aggregation strategy. In addition to the 
accuracy-first strategy proposed in this article, 
random and average methods are implemented. 
Since the sum of the weights of all node param-
eters is selected to be one, the random method 
randomly generates three decimals with a sum of 
one as the parameter weights of the three nodes. 
In the average method, the parameter weights of 
three nodes are 1/3. The evaluation experiment is 
carried out on the testing set of the central node. 
The central node will aggregate the parameters 
each epoch received from the sub-nodes and 
then evaluate it on the local testing dataset. The 
number of iterations for each sub-node is 100, 
and the number of parameter aggregations on 
the central node is also 100.

The comparison result is shown in Fig. 3. Since 
the accuracy of the first 40 epochs has changed 
greatly and is low, for the convenience of obser-
vation, the evaluation results between epoch 40 
and epoch 100 are shown. It can be seen that the 
accuracy-first method has the highest accuracy 
rate of 72.9 percent, and the average method 
is inferior to accuracy-first with an accuracy rate 
of 67.7 percent, but its stability is stronger. The 
random method is less effective with 66.7 per-
cent. Therefore, we can see that accuracy-first is 
a suitable method for pursuing high performance 
of the model. The average method can be used in 
systems that require high stability.

eVAluAtIon of dIstrIbuted nodes
By means of federated learning for auxiliary diag-
nosis of diseases, on one hand, it can well protect 
the privacy of patients, and on the other hand, it 
can solve the problem of data islands and employ 
multi-source data to improve the generaliza-
tion ability of the diagnosis model. We evaluate 
the model performance of distributed nodes as 
shown in Fig. 4.

After the distributed node receives the aggre-
gation parameters from the central node, it sets 
them as its own model parameters. At this time, 
the three distributed nodes have the same param-
eters. It can be seen that when the epoch is 0, 
the evaluation accuracy rates of the three mod-
els on their own testing datasets are 74.3, 65.7, 

and 62.1 percent, respectively. Then the three 
sub-nodes perform adaptive training of the model 
on their own training datasets with training size 
of 170, 232, and 86, respectively, to fine-tune 
the parameters. As the training epoch increas-
es, the model performance of each node grad-
ually improves until the epoch reaches 100 and 
processes of training are terminated. Finally, the 
evaluation accuracy rates of Node1, Node2, and 
Node3 on their own testing sets are 95.3, 79.4, 
and 97.7 percent, respectively.  Although the 
final evaluation result of Node2 is low, its highest 
accuracy rate has reached 91.8 percent. In addi-
tion, we notice that since the dataset on Node2 
comes from a completely different hospital than 
the other nodes, this may be one of the reasons 
why its accuracy rate is lower than the other two 
nodes. In general, model cognition based on fed-
erated learning performs well on each sub-node, 
which can help doctors assist in diagnosis, and 
determine the appropriate diagnosis and treat-
ment plan for a patient.

conclusIons And open Issues
Combining the problems arising from the utili-
zation of patient data and deep models during 
the COVID-19 epidemic, this article proposes 
a 5G-enabled deep learning framework based 
on federated learning to assist in the diagnosis 
of COVID-19. The data related to patients and 
models are stored and transmitted on three layers, 
which are data collection layer, diagnosis feed-
back layer, and model cognition layer. On the 
diagnosis model cognition layer, model design, 
initialization, updating, and aggregation are exe-

FIGURE 3. The comparison results of parameter 
aggregation methods.

FIGURE 4. The evaluation results on three distributed 
nodes.  
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cuted. Based on the architecture of auxiliary diag-
nosis, hospital nodes can use powerful computing 
capability of the cloud to achieve low-latency, 
high-performance disease diagnosis on the basis 
of protecting patient privacy. Severity recognition 
of COVID-19 is taken as an application to validate 
the scheme. By using data from different hospitals 
to carry out experiments on four nodes, it is ver-
ified that the accuracy-first aggregation strategy 
has better performance. At the same time, after 
the aggregated parameters are trained on the 
three sub-nodes, the recognition accuracy rates of 
the severity are 95.3, 79.4, and 97.7 percent. The 
architecture proposed in this article can be used 
to assist doctors in diagnosis under the COVID-19 
epidemic to help patients recover.

In medical diagnosis, it is difficult for multimod-
al data to achieve the desired effect. Especially 
in COVID-19, multiple data modalities are also 
required to provide doctors with a diagnosis basis. 
Therefore, in the joint federated learning of AI 
technology, it is also necessary to consider the 5G 
background multi-modal data fusion. The fusion 
and aggregation of multi-modal data models pose 
technical challenges for the cloud. The fusion 
method of multi-modal features and models is the 
key to improving the performance of the model 
at the child nodes. The aggregation of multiple 
parameters in the cloud node is a major test of 
the generalization performance of the model. 
With increasing data types, the issue of data pri-
vacy protection becomes more important, and 
based on blockchain and federated learning will 
carry out effective model training under the prem-
ise of ensuring data security and exchange and 
training efficiency. Finally, low-latency transmission 
of multi-modal data and super-large model param-
eters also puts a new test on the existing network 
architecture. The utilization of 5G technology to 
achieve synergy between edge cloud and cloud 
can help improve transmission performance.
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With increasing data types, the issue of data privacy protection becomes more important, and based 
on blockchain and federated learning will carry out effective model training under the premise of 

ensuring data security and exchange and training efficiency.
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