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H
umanoids fascinate us through their anthro­
pomorphic appearance, high dexterity, and 
potential to work in human-tailored environ­
ments and interact with humans in novel 
applications. In our research, we promote two 

real-world applications in physiotherapeutic juggling and 
assisted walking using two compliant humanoids (COMANs), 

COMAN and COMAN+. We focus on rehabilitation, 
which, as a result of changing demographics, is becoming an 
increasingly crucial application field. However, as with most 
humanoid experiments, the realization of these scenarios is 
challenging because the hardware is brittle, the software is 
complex, and control remains highly demanding. In this 
article, we describe an integrative and transparent control 
architecture that alleviates this complexity by strictly 
adhering in design and implementation to a component-
based approach. It promotes flexibility and reusability and 
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allows transparent switching among different humanoid 
robots, between simulation and the real world, and among 
control paradigms. It also orchestrates the integration of 
real-time (RT) and non-RT (NRT) components, including a 
virtual reality (VR) framework, toward rich user interaction.

The Humanoid Robotics Decathlon
Humanoid robotics is a fascinating field that has captured 
the imaginations of researchers, artists, and the general 
public. Endowing humanoids with the ability to execute 
tasks in the real world, however, still poses enormous chal­
lenges. Indeed, it represents the decathlon of robotics in 
that it requires mastery of diverse fields and the integration 
of expertise from different disciplines to achieve a generic 
humanoid robot assistant. Likewise, simpler platforms 
could typically perform specific tasks more reliably, just as a 
specialized athlete performs better in a single discipline 
than a decathlete.

In practice, most humanoid robots are still prototypic 
research platforms that are rather fragile, expensive, and far 
from productive for everyday use. Actuator technologies 
are still developing; control paradigms, including position 
and torque control, differ; dynamic walking must be fur­
ther addressed; and the robots’ high dexterity is based on a 

high degree of redundancy, which, in turn, requires that 
task hierarchies be defined to make use of and resolve 
this [1]. This comes in addition to challenges in integration 
with perception and state estimation, user interaction, 
planning, and so on.

Consequently, most control systems are highly tailored to 
particular hardware and specific tasks. Algorithms can hardly 
ever be benchmarked because of the difficulty of switching 
between hardware platforms. System integration is often par­
ticularly difficult as it is trying to hit a moving target, namely, 
the integration of a number of continuously and rapidly 
changing technologies, including actuation and sensor hard­
ware, RT bus systems and protocols, component models, 
robotics control libraries, advanced control algorithms, and 
diverse operating systems, to name only a few. This calls for 
smart engineering and intermediate steps toward more 
robustness, repeatability, and flexibility.

In our research, we approach two real-world applica­
tions, the problems of physiotherapeutic juggling and assisted 
walking, using the compliant humanoid robots COMAN 
and COMAN+ (see Figure 1 and Table 1). This is strongly 
motivated by the demographic changes that many coun­
tries are facing. By 2020, for instance, a quarter of the Euro­
pean Union’s population will be older than 60 years [2], 
leading to increased demand for physical training, rehabili­
tation, and assistance.

The contribution of this article is to promote a systematic, 
model-based approach to control architecture design that 
mediates some of the described complexities of such applica­
tions. Our design follows the principles of modularity and 

Figure 1. The COMAN (right) and its scaled-up version COMAN+ 
(left) humanoid robots. Both robots were used to evaluate the 
model-based approach to control architecture design of this article. 

Table 1. The specifications for the COMAN  
and COMAN+ platforms.
Parameters COMAN COMAN+ 

Degrees of 
freedom 

  Legs 6 6 

  Arms 7 7 

  Torso 3 2

  Neck — —

Modes Position, impedance, 
voltage, torque 

Position, impedance, 
torque 

Mass (kg) 35 70 

Height (m) 0.95 1.7 

Software OROCOS, ROS XBotCore,  
OROCOS, ROS 

Sensors IMU
4 × F/T 6 axes
Link and joint side 
encoders
Joint-torque sensors

IMU
4 × F/T 6 axes
Link and joint side 
encoders 
Joint-torque sensors
Lidar

F/T: force/torque; IMU: inertial measurement unit.
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separation of concerns from software engineering to integrate 
functionality in an RT safe environment with the aim of pro­
viding a blueprint for a reusable, hardware-independent sys­
tem. It features transparent switching between robot and 
simulation, between different hardware or control paradigms, 
and the assimilation of NRT components, such as VR. It there­
by supports a flexible but systematic application development 
while accommodating diverse and changing technologies. We 
focus mainly on the functional architecture and control of real 
and simulated humanoid robots COMAN and COMAN+ in 
the context of the following real-world scenarios.

Application of VR in Physiotherapy
Although some humanoid robots, such as our COMAN and 
COMAN+, have become inherently safer through the employ­
ment of physical compliance, they are still too complex to 
safely interact with users outside the lab. However, the advent 
of inexpensive and stable VR systems provides new opportu­
nities for intermediate steps toward user interaction. We pro­
pose invoking the actual model-based, real-world controller 
to drive a rendered robot in VR that interacts with the user 
through standard VR interfaces. This approach immediately 
tackles cost and robustness liabilities, while development, test­
ing, and deployment of the control system can be enhanced 
through engaging in much more complex tasks. This makes 
the interaction inherently safer and richer, and it mediates the 
necessity of advanced perception, which is partially replaced 
through the VR tools. It is, however, necessary to ensure real­
istic robot physics and motion dynamics to keep the user 
engaged and prevent jeopardizing the user experience.

This integration of VR and humanoid robotics was origi­
nally motivated by the concrete rehabilitation application of 
physiotherapeutic juggling [3], where the patient and therapist 
mutually catch and throw a lightweight ball. The exercise is 
an essential part of the treatment for many age-related con­
ditions, such as rehabilitation from stroke. It is motivating 
and demanding [4], [5] and improves coordination and bal­
ance [6] since it requires synchronous arm movement and 
posture control. Furthermore, it can enhance the arm motion 
and trunk–arm coordination of patients with Parkinson’s dis­
ease [7], [8].

Joint-Assisted Walking
In our second scenario, we approached the problem of joint-
assisted walking. Here, the humanoid robot assumes the role 
of the follower and attempts to react to perceived human 
intentions. Such advanced interaction will be necessary both 
for assistance in manipulation of large objects and in reha­
bilitation through assisted walking. It requires an intention 
detection algorithm, which is realized through assessing 
manipulability in our approach. 

System Requirements
To mediate the technical difficulty of robotic experiments in 
general and in humanoid robotics in particular, it is crucial to 
devise system architectures that alleviate complexity, facilitate 

development, and grant scalability. This section discusses the 
respective requirements.

Safety
The system must be safe for the users at all times and under 
all conditions; however, in an open-ended user interaction, 
unpredicted actions can occur. To enable a physiotherapy 
application, we use VR to mediate critical cases as there is no 
direct physical interaction with the robot and only highly 
controlled physical interaction through a haptics interface. A 
sufficient safety margin can be enforced for the robot by 
mechanical restraints, such that it cannot endanger a patient 
even in the case of a technical failure.

RT
RT coordination is paramount to realizing the typical control 
schemes for dynamic stability that rely on precisely timed 
sensing of the robot state (such as encoders, the inertial mea­
surement unit, force/torque sensors, and so on) and commu­
nication between components. This holds even for simulated 
robots [9]. In VR-based physiotherapy and similar user inter­
actions, there is the further important aspect that unhandled 
delay can quickly jeopardize the user experience, as humans 
perceive visual clues as fast as 13 ms [10].

On the other hand, there are typically many components 
that do not rely on (strict) RT, such as motion planning, long-
term memory, or other capabilities integrated with the Robot­
ic Operating System (ROS). Thus, another requirement of 
flexible RT control of humanoids is to isolate the NRT com­
ponents so that their lack of reliable response time does not 
impede the core execution of RT components.

Secondary Requirements to Support  
Flexibility and Reusability
Given the engineering efforts dedicated to the design and 
implementation of humanoid robotic control systems, it is 
understandable that flexibility and reusability are desired. 

System transparency: The ability to switch between dif­
ferent robots with a minimum of programming effort is 
generally desired. Although there are platform-specific 
parameters to be tuned (for example, control gains), proper 
model-based abstractions can relieve the burden of switch­
ing to a considerable degree. This includes reducing trans­
parent switching between the real and simulated robots [9] 
to simple plug-and-play components because simulation is 
typically an indispensable part of the development and test­
ing process.

Reusability: The reuse of functionality across applications 
is a persistent goal of robotic software development, and it 
supports the repeatability of experiments. Specifically, the 
ability to deploy third-party algorithms can drastically reduce 
the cost and complexity of the development.

Adaptability to emerging technology: Another often over­
looked aspect of reusability is adaptability to new and emerg­
ing technologies. Improved algorithms, faster and more 
reliable solvers, and new middleware frequently become 



86 •  IEEE ROBOTICS & AUTOMATION MAGAZINE  •  DECEMBER 2019

available; hence, a modern architecture must be able to inte­
grate them with reasonable effort. The initial investment of 
time and development in architecture design will eventually 
pay off when it can be migrated to keep up with changing 
technology demands.

Architecture
To address the requirements, we have realized the software 
architecture CoSiMA (Compliant Simulation and Modeling 
Architecture [9]), which is developed through the European 
joint project CogIMon [18]. We summarize it only briefly to 
provide the basis for discussing the specific functional prop­
erties for humanoid robotic applications.

We use Open Robot Control Software (OROCOS) [11] as 
the underlying RT component framework because compo­
nents intrinsically support reusability in providing self-sus­
tained and deployable units of computation (as opposed to 
classes). Specifically, the OROCOS Component Library pro­
vides the reusable functionality, whereas the deployment is 
handled by the OROCOS Deployment Component and the 
Deployer Environment.

The RT requirements are handled by the Real-Time Tool­
kit (RTT), which is an integral part of OROCOS. The RTT 
exposes ports, handles their communication, and provides 
tools to create new typekits to transfer dedicated data struc­
tures over these ports. The isolation of the NRT components, 
their synchronization with the RT components, tracking of 
delay or latency, and management of unexpected delays are 
resolved by the robotics service bus (RSB) [12] middleware or 
RTT–ROS integration.

To address the secondary requirements, a larger number 
of specific functional components are provided at different 
granularity levels and operational objectives.

Robot models and interfaces: The exposure of identical 
interfaces and ports across real hardware and simulation 

as well as different robots is achieved through a rigorous 
model-based approach that resorts to common abstrac­
tions based on robot unified robot description format 
(URDF) and semantic robot description format (SRDF) 
descriptions (Figure 2). These encapsulate all necessary 
information including kinematic structure, available sen­
sors, actuator proportional-integral-derivative gains, and 
joint limits to configure the interfaces. By using SRDF, 
developers can also operate the robot based on conceptu­
al entities, such as right arm, rather than dealing only 
with an n-vector of whole-body joint configuration. This 
design paradigm further alleviates the reusability of 
the components.

Practically, the task to read and write from/to the robot’s 
low-level drivers and mediate and broadcast the hardware-
related information is implemented in a single component 
named rtt_robot in Figure 2. It is parametrized with respect to 
the URDF and SRDF files and is the only system part that 
needs to be implemented according to the specific robot driv­
er protocol or simulation environment.

Switching from simulation to the real robot or between 
robots is thus just a matter of changing this single component 
and is thereby reduced to the inevitable minimum of adjust­
ing control parameters or actuator gains.

Functional and control components: Through leveraging of 
the component library and deployment tools of OROCOS, 
many components have been implemented to facilitate the 
development process. This includes, but is not limited to, 
walking-pattern generators (WPGs), stabilizers, and trajecto­
ry generation as well as loggers and helper tools. These com­
ponents are deployed in RT or NRT units depending on their 
internal implementation.

A centerpiece is the motion engine component, where we 
employ a stack-of-tasks (SoT) approach that is based on 
inequality hierarchical quadratic programming (iHQP) [1] 

Robot
SRDF

Robot
URDF

Semantic Analysis Motion Engine

– Kinematic Chains
– Joint Limits
– Actuator Parameters
– Sensors

– Configurable Stack of Tasks
– Whole-Body Inverse Kinematics
– iHQP (qpOASES)
– Integrated Walking Pattern Generator
– Integrated Stabilizer– Read/Write Robot Driver

rtt_robot (Robot Drivers)

CoSiMA (Simulation)

OpenSoT (iHQP)

/Data

/Config

Figure 2. A semantic analysis of the robot model: kinematic and dynamic information for joints and links from URDF and semantic 
information, such as kinematic chains, from SRDF are parsed, grouped, and exposed in interfaces to different components including 
the control side. Likewise, the motion engine is configured according to the information broadcast by the component in the semantic 
analysis block. 
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and formulated as a velocity-control scheme together with a 
joint level-impedance controller (see Figure 2). It utilizes the 
OpenSoT [13] software tool, which simplifies setting up and 
solving the respective optimization problems while adhering 
to the kinematic chain abstractions. OpenSoT enables the 
developer to combine tasks and constraints as atomic entities 
without explicit definition of Jacobians or interaction with the 
kinematic or dynamic solvers.

For the sake of brevity, we focus only on the SoT, but 
we can alternatively also employ dynamically consistent 
task hierarchy projections [14] as the motion engine. The 
latter resorts to computed torque control, thereby switch­
ing the control paradigm substantially within the same 
overall architecture.

For illustration, let us provide a bird’s-eye view of the 
described architecture by considering a single iteration of 
throwing a ball in the physiotherapy scenario with reference 
to Figure 3. Based on specific needs of the patient, the thera­
pist selects a throw point for the ball via the VR agent in the 
NRT unit. This point is communicated to the trajectory 
generation component in the RT unit via the robot service 
bus. The component computes an end-effector trajectory for 
the arm of the robot, with which it realizes the desired land­
ing point of the ball and sends its results to the motion 
engine over OROCOS ports. After the SoT is solved, the 
desired joint motions are sent to the robot simulator. The 
robot’s feedback is sent directly to the other components in 
the RT unit; in parallel, they are sent to the NRT unit 
through the RSB, where the robot is rendered for the patient 
in the VR component.

Communication between the RT and the NRT units is han­
dled strictly by RSB middleware. Furthermore, the robot or 
simulator clock is considered as the reference clock, although 
intrinsically it is provided by the OROCOS framework. The 
middleware provides mechanisms to measure or handle delays 
(for example, due to network latency).

SoT for Hierarchical Quadratic Programming
We follow a standard hierarchical SoT approach [1], which is 
typical in humanoid robot control due to the high number of 
degrees of freedom. Lower-priority tasks are executed in the 
null space of higher priority tasks to ensure that important 
tasks are not compromised, and less important tasks are fol­
lowed only to a degree, depending on the possibly varying 
availability of remaining null-space motion. Additionally, 
inequality constraints, such as joint position and velocity lim­
its, are integrated. We discuss our hierarchy of hard and soft 
priorities and the definition of major equality and inequality 
tasks following the formalism of OpenSoT [13].

Denote the generalized coordinates of a humanoid 
robot by .q R6 n! +  The first six coordinates represent the 
underactuated virtual chain, attached from the inertial 
frame to the floating base, while the remaining n are asso­
ciated with the actuated joints. Tracking the 6D Cartesian 
position and orientation of a frame F  attached to an arbi­
trary operational point of the robot constitutes a task,

	 , ,J x eT G Hm= +)o 	 (1)

where e R6!  is the Cartesian pose error between F  and 
desired ,F)  x R6!)o  is the desired velocity of ,F  J R n6 6! # +  is 
the task Jacobian, and m  is a positive scalar gain. The task can 
be associated with a constraint , ,A bC G H=  where matrix A 
and vector b  define the solution boundaries.

At priority level ,i  the quadratic form of this task, along 
with its constraint, is expressed as
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where qo  are the joint velocities and e  is a regularization term. 
Si  is the set of all possible solutions at this priority level and 
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Figure 4. The priorities for (a) assisted walking and (b) physiotherapeutic juggling. The sole contacts have the highest priority in 
throwing, whereas, in loco-manipulation they are inserted as constraints to achieve better computational performance. Next is the 
center-of-mass (CoM) task, followed by manipulation, postural, and redundancy tasks. The constraints of these task are joint position 
and velocity limits. ZMP: zero moment point; CP: capture point.
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lies in the null space of the task Ti 1-  at priority level .i 1-  
Thus, the volume of Si  shrinks as i  increases and the priority 
decreases. Consequently, for two tasks, the solution of a task 
T j  must reside in the null space of Ti  if ,j i2  that is, they 
have “hard” prioritization.

Alternatively, it is possible that two tasks share the same 
priority level, hence forming a “soft” priority. This is done 
by augmenting the Jacobian and Cartesian velocities of 
these tasks. Soft prioritization between the tasks can be 
achieved using a weighting. An example of soft priorities is 
the contact tasks for the left and right soles of a humanoid, 
where it is crucial that both positions and orientations are 
tracked accurately. In the SoT of our scenarios, this task 
has the highest priority [Figure 4(a)], or it is injected as the 
constraint of the highest-priority task ([Figure 4(b)].

In the null space of the contact tasks, the motion of the center 
of mass (CoM), which is responsible for the balance, is tracked. 
In the throwing scenario, where the robot is not stepping, a sta­
bilizer computes suitable CoM trajectories with the goal of 
bringing the zero moment point (ZMP) to the center point of 
the convex hull of the feet contact polygon. When stepping in 
assisted walking, a pattern generator creates dynamically consis­
tent CoM motions according to the linear inverted pendulum 
dynamics and the reference CoM velocity governed by

	
,

,

( ) ( ),

( ) ( ).
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In (3), we monitor the volume of the manipulability ellipsoid 
of the left vL  and the right vR arms of the COMAN+. When 
either hits a threshold ,vd  the desired xCoMo  is computed based 
on left singular vectors um  associated with the smallest singu­
lar values ,mv  obtained from singular value decomposition of 
the arms’ Jacobians (Figure 5).

On the next level, it proves useful to assign a task to the 
waist that maintains a suitable Cartesian orientation and pre­
vents rotations along the roll and pitch with respect to the 
inertial frame but allows yaw (along craniocaudal or the 
z-axis) rotations. In throwing, this potentially helps the robot 
toss the ball farther, whereas, in walking, it can align the 
upper and lower bodies.

At the lowest priority, any remaining redundancy is 
resolved through a task TN  that expresses preference for 
some default motion qN)  and qN)o —for example toward a 
home position—with task Jacobian as identity matrix 

:I Rn
n n! #

	 , ( ) .I q q qT nN N NG Hm= + -) )o 	 (4)

Joint position and velocity limits are applied at the top priority 
levels as inequality constraints, whereas, in (2), we have A I=  
and { , }b q q= + -o o  for joint velocity limits. Joint position limits 
are similarly handled through a numerical integration.

Figure 4 shows the overall SoT. Its structure follows a 
straightforward logic: stability and balance criteria are of the 
highest importance, the manipulation task comes at the next 
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Figure 5. (a) The black and red configurations have identical distances to the torso, but red requires a left–forward step. This 
demonstrates that distance is not sufficient to determine stepping direction. (b) The manipulability ellipsoids of the simplified model 
with semi-axes. The red axes show the singular vectors for the smallest singular values. (c) The axes are scaled by / .1 mv  The sum 
indicates the walking direction (green).



90 •  IEEE ROBOTICS & AUTOMATION MAGAZINE  •  DECEMBER 2019

priority level, and the remainder is designed to achieve sec­
ondary objectives, such as human-like motion.

Experimental Validation

Physiotherapeutic-Juggling Scenario
The data flow of a single iteration of a throw was described 
in the “Architecture” section. Here, we provide results of 
the first empirical evaluations, initially tested in the labora­
tory with healthy staff (who were familiar with both the 
robot and the VR) and later with patients. The experimen­
tal setup validated the RT and NRT integration together 
with the reliability of the SoT-based motion generation. 
Subsequently, we exposed patients to the system and 
evaluated their feedback regarding comfort level, user 

satisfaction, and practical feasibility. The patients’ prelimi­
nary feedback was highly positive; they were able to catch 
balls and showed the desired training effects. Figure 6 
shows a patient and his view into the VR. We are in the 
process of obtaining ethical permissions for a systematic 
evaluation at the time of this writing. 

Technically, the robot simulator component, including 
Gazebo, was running at a 2-ms cycle time and achieved a 99% 
RT factor while using Open Dynamics Engine as the physics 
engine. The dynamically simulated motions were rendered in 
the VR engine Unity for the patient wearing goggles. 
Although the juggling exercises in VR turned out to be a 
standalone application on its own merits, for the sake of com­
pleteness, we address the possibility of performing them on 
the real robot. Based on our experiments, the real COMAN is 
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capable of generating the appropriate motions to make 
throws; however, the hand and its fingers are not yet fast 
enough to release the ball in a timely manner.

Assisted-Walking Scenario
Here, we present experimental validation of a close interac­
tion between the robot follower and human leader. At each 
control cycle, the change of manipulability resulting from 
hand-in-hand interactions between the user and the robot 
dictates the walking direction according to (3) and Figure 5.

The joint references computed by the whole-body inverse 
kinematics, inside the motion engine, are sent to a decentral­
ized joint-level impedance control. The joint stiffness in both 
arms is kept low to guarantee enough compliance with the 
human patient. As seen in Figure 4, it uses a similar iHQP-
based SoT as the previous scenario with the addition of a 
WPG based on [15]. The overall control scheme is depicted 
in Figure 7. 

In this scenario, a hard RT constraint must be enforced due 
to the nature of the experiment. The SoT was running at 
100 Hz, and the WPG was running at 10 Hz, achieving RT per­
formance under a Xenomai patched environment. Calculation 
of walking direction based on manipulability was performed in 
an NRT component developed as an ROS node. The perfor­
mance of the SoT controller that concerns the tracking of the 
CoM and feet computed by the WPG is shown in Figure 8, 
while implementation and technical aspects are detailed in [16].

The setup for this second scenario highlights the transpar­
ency toward technology scale-up in two regards. First, RSB 
was replaced by RTT–ROS integration for NRT communica­
tions. More important, the COMAN+ hardware drivers are 
based on a new framework called XBotCore [17]. None­
theless, exposure of identical interfaces encapsulated this 
technology change from the developers. Furthermore, the 
WPG was also tested on the COMAN robot without any 

programming efforts, even though the robots have different 
kinematic and dynamic structures. A complementary video 
attachment for both of the experiments is available at https://
youtu.be/v2zFpngoe_Q. 

Conclusions
We presented two humanoid interaction scenarios with real-
world applications and implications, focused on physiothera­
py and rehabilitation. An architecture that features a strict 
separation of concerns proved to be paramount for their swift 
development, which shows a very high degree of reusability. 
Through strictly adhering to model-based abstractions, iden­
tical interfaces for the robots and their simulated versions are 
exposed to the developers, allowing seamless switching 
between them. This was lifted to an even higher tier by pro­
viding semantic abstractions in terms of kinematic chains, 
encapsulating underlying structural differences.

The integration of VR engages users, strongly enhances 
interaction opportunities, and mediates safety concerns. 
Thanks to advancements in computer graphics, unbiased 
and physically consistent ray-tracing algorithms, and hard­
ware that can handle them at a very low price, we demon­
strate that roboticists can now test their controllers and 
explore user interactions with humanoid robots in advanced 
scenarios. In the VR-based physiotherapy scenario, we 
devised a juggling application that has already been tested 
with patients and in a real physiotherapy practice. Quantita­
tive evaluation is on the way.

The assisted-walking experiment—although still in a pre­
liminary state and heavily under development—provided 
insight about the nature of nonverbal interactions and showed 
how interaction forces can be interpreted for intention detection. 
Given that exposing elderly patients to humanoids for assisted 
walking is not yet reasonable due to safety considerations, for 
the time being, we are working to make our algorithms more 
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reliable. A well-designed architecture strongly enhances safe­
ty, as systematic testing is greatly facilitated.

Once humanoid robots become more reliable and afford­
able, they have the potential to actively support individuals 
through training, rehabilitation, and assistance with special 
needs. In physiotherapeutics, for instance, therapists will be 
able to orchestrate treatment plans for multiple patients, while 
robots will do the repetitive “muscle work.” This is an exciting 
future that we look forward to.
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