
TC SPOTLIGHT

131JUNE 2021  •  IEEE ROBOTICS & AUTOMATION MAGAZINE  •

Robotic Hands, Grasping, and Manipulation
By Matteo Bianchi, Jeannette Bohg, Hyungpil Moon, Robert Platt, and Rich Walker

T he design of robotic hands 
and grippers and the study 
o f  robotic grasping and 
manipulation represent key 

research areas in robotics. In the last 
decade, attention to these topics has 
significantly increased. According to 
Scopus, for the period 2015–2019, the 
number of publications with keywords 
related to “grasping,” “manipulation,” 
and “robot hand” in the subject areas of 
engineering and computer science has 
grown by more than 50%. We see two 
key reasons for this trend. 

On the one hand, robot technolo-
gies for industrial use have matured. 
The need for robotic systems that can 
perform vastly different grasping and 
manipulation tasks in unstructured 
environments has guided research on 
robotic hardware and tactile sensing, 
leading to the development of more 
robust, adaptable, and sensitive 
robotic arms and hands. Following the 
human example, a key enabler of 
robust robotic manipulation is the 
ability to exploit the environment and 
cope with uncertainty in perception 
and dynamics during physical interac-
tion. On the other hand, deep learning 
techniques and an increase in compu-
tational power provided new opportu-
nities for planning and controlling 
robotic grasping and manipulation in 
complex and varying scenarios where 
the robot may only receive partial 
information through noisy sensors. 
These research developments in both 

hardware and software hinge on the 
cross-fertilization among different 
areas of investigation, such as neuro-
science, robotics, engineering, and 
computer science as well as between 
academia and industry. 

To foster the exchange of ideas in 
this field, the IEEE Robotics and Au -
tomation Society (RAS) Technical Com-
mittee (TC) on Robotic Hands, Grasping, 
and Manipulation was established 
in 2014. The main organizational struc-
ture consists of five cochairs, four from 
academia (Matteo Bianchi, Univer-
sity of Pisa; Jeannette Bohg, Stanford 
University; Hyungpil Moon, Sung-
KyunKwan University; Robert Platt, 
Northeastern University) and one from 
industry (Rich Walker, managing direc-
tor of the Shadow Robot Company as 
well as an industry director of EuRo-
botics), who helps to build links to 
the European robotics industry. The 
cochairs also appointed two Distin-

guished Lecturers, Ji-Hun Bae (Korea 
Institute of Industrial Technology) and 
Marc Toussaint (Technical University 
of Berlin).

TC Activities
Since 2014, our TC has gained more 
than 191 members, with 25.1% joining 
in their capacity as industry representa-
tives (status April 2021), all of whom 
are informed about TC activities 
through a dedicated mailing list. Fig-
ure 1 illustrates membership statistics. 
The TC has offered continuous support 
to the organization of workshops at 
main conferences (for example, 18 in 
the main international robotics confer-
ences for the period 2015–2018). The 
TC has also taken its lead from the 
IEEE Diversity Statement (https://
www.ieee.org/about/diversity.html) 
and strives to ensure equitable balances 
across both speakers and organizers 
of workshops. 
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In addition, the TC has supported 
summer schools, special issues, and 
competitions for benchmarking. For 
example, the Robot Grasping and 
Manipulation Competition was estab-
lished during the 2016 IEEE/RSJ Inter-
national Conference on Intelligent 
Robots and Systems. The competition 
provides a common set of robotic 
manipulation tasks to benchmark hand 
designs as well as autonomous grasping 
and manipulation solutions. Another 
interesting competition is the Amazon 
Picking Challenge (2015–2017), which 
was designed to address a gap in the 
automated warehousing processes of 
Amazon. The competition was held for 
the first time during the 2015 IEEE 
International Conference on Robotics 
and Automation with the successful 
participation of international teams 
from academia and research institu-
tions. Among the various educational 
activities promoted by the TC is the first 
international IEEE RAS Summer 
School on Soft Manipulation, which 
showcased the key principles of devel-
oping simple, compliant, yet strong, 
robust, and easy-to-program manipula-
tion systems. 

Furthermore, in the last years, sev-
eral TC members have contributed to 
spread awareness of TC activities out-
side the RAS, for example, giving 
invited talks at nonrobotics confer-

ences such as the Conference on Com-
puter Vision and Pattern Recognition 
and the Conference on Neural Infor-
mation Processing Systems as well 
as participating in general public 
events such as Maker Faire (European 
Edition, Rome 2017), TEDx talks 
(TEDxRoma, 2016), events with entre-
preneurs and industry representatives 
(such as Automatica in Munich, Ger-
many, the leading exhibition for robot-
ics and automation, in 2016 and 2018), 
and international political events (fifth 
Workshop of the Council of the United 
States and Italy, 2015). This is a non-
negligible signal on how the growth 
of the TC committee can provide tan-
gible results for cross-fertilization 
between academia and the industrial 
world, which we will push further in 
the coming years.

Challenges and Future 
Directions
In recent years, the international com-
munity on robotic hands, grasping, and 
manipulation has made important 
progress toward research frontiers, 
including the following:
1)  The design and control of soft yet 

robust robotic hands that can adapt 
and interact with the environment to 
enrich their grasping capabilities 
have been pushed significantly fur-
ther. Scientific interest on this topic 

has led to the establishment of a new 
multidisciplinary field—that is, soft 
manipulation that combines material 
science, different actuation princi-
ples, hardware design, planning, and 
control. Soft manipulation ideas 
have also been successfully combined 
with the principled simplification 
approach of hand synergies—that is, 
dimensionality reduction in human 
hand control space, producing inter-
esting examples of deformable, 
underactuated robotic hands. This 
simplification, adaptability, and 
robustness has also opened promis-
ing scenarios for the development of 
easy-to-control soft hand prostheses 
with a potentially high impact on 
assistive robotics and in amputees’ 
daily life. This impact can be fur-
ther amplified by the open access 
approach for data and design compo-
nent information sharing (see, for 
example, the Natural Machine 
Motion initiative; HandCorpus, an 
open access repository for sharing 
data; and Open Bionics, an open-
source initiative focusing on adaptive 
robotic and bionic devices that can 
be easily reproduced using off-the-
shelf materials) promoted by our TC, 
which is contributing to build an 
example of such a task an interna-
tional and multidisciplinary commu-
nity of researchers interested in 
hands, grasping, and manipulation.

2)  Combined task and motion planning 
is concerned with simultaneously 
finding appropriate motion trajecto-
ries and a sequence of high-level 
manipulation actions to achieve 
complex tasks that require long-hori-
zon reasoning. Figure 2 shows an 
example of such a task (Tower of 
Hanoi), where the robot must find 
not only an appropriate sequence of 
high-level pick-and-place actions but 
also the low-level continuously val-
ued motion trajectories to execute 
this sequence. Paralleling the innova-
tions in sensorimotor control for 
robotic manipulation through 
machine learning [see 3) following], 
combined task and motion planning 
has received considerable attention 
during the last years, proposing new 

Figure 2. A robot using task and motion planning to solve the Tower of Hanoi puzzle. 
The robot consists of a Franka Panda arm and a Robotiq Gripper.
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optimization approaches for enabling 
robots to use tools and perform com-
plex tasks as, for example, showcased 
by Marc Toussaint [1], the TC’s Dis-
tinguished Lecturer.

3)  In terms of deep learning and big 
data, interest in applications of 
machine learning to robotic grasp-
ing and manipulation has increased 
significantly. One of the most visi-
ble examples of this was Google’s 
arm farm, which learned grasp 
strategies from experience gained 
across a “farm” of 14 robotic arms 
operating in parallel continuously 
over a period of months [2], [3]. 
Another prominent example is 
the Learning Dexterity project by 
OpenAI [4], where the authors use 
reinforcement learning to train a 
Shadow Dexterous Hand in simula-
tion and demonstrate that the same 
policy can manipulate objects on 
the real platform as well. These two 
examples illustrate the important 
connection between deep learning 

and big data: deep learning is pow-
erful but must be fueled by signifi-
cant amounts of training data. To 
facilitate learning about the specific 
challenges of applying machine 
learning to robotics, a crowd-
sourced list of the most important 
research articles in the field of robot 
learning was created: robotlearn-
inglist.com. While this list is not 
focused on grasping and manipula-
tion, it contains very important ref-
erences related to this specific 
subarea as well.
Some of these ideas have not yet had 

a significant impact on industry: the 
next steps could envision a more in-
depth involvement of industrial compa-
nies on robotic manipulation and a 
scientific effort to integrate robotic 
design and control with machine learn-
ing tools, promoting a codesign 
approach. This should also include con-
sideration of recent advances in tactile 
sensing, especially in soft optics-based 
tactile sensors such as GelSight [5], 

which can be integrated in robotic 
manipulators to increase their senso-
rimotor skills.
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Special Issue on Extended Reality in Robotics
Extended reality (XR), which combines the real and the virtual 
worlds, is greatly enhancing interaction possibilities between 
robots and humans, leading to a paradigm shift where the 
two entities can intuitively cooperate to perform a shared-
target task. Many XR devices are essentially performing the 
same spatial perception tasks as mobile robots (e.g., visual 
simultaneous localization and mapping), and thus XR provides 
an opportunity for robots and the humans using these devices 
to colocalize through a common understanding of their space, 
which also enables easier human–robot interaction.

Extended reality interfaces can be realized through 
augmented reality (AR), where an operator’s perception of the 
real world is enhanced through the superimposition of virtual 

objects and information; virtual reality (VR), where the operator 
is immersed in a 3D virtual world; or mixed reality (MR), where 
the user can both see and interact with digital content that is 
superimposed over the real world. A key enabler of human–
robot collaboration is the colocalization and shared spatial 
intelligence that AR and MR can provide.  

Original research articles are sought to report recent 
advances in AR, VR, and MR for human–robot interactions 
in different application fields (e.g., medical, health care, 
manufacturing, inspection in hostile environments, education, 
entertainment, and retail). More information can be found at 
https://www.ieee-ras.org/publications/ram/special-issues

Deadline for submission: 1 July 2021
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