
120

STANDARDS

•  IEEE ROBOTICS & AUTOMATION MAGAZINE  •  DECEMBER 2021

The First Global Ontological Standard  
for Ethically Driven Robotics and  

Automation Systems
By Edson Prestes, Michael A. Houghtaling, Paulo J.S. Gonçalves, Nicola Fabiano, Ozlem Ulgen,  

Sandro Rama Fiorini, Zvikomborero Murahwi, Joanna Isabelle Olszewska, and Tamás Haidegger

I
n the complex and rapidly evolving 
fields of artificial intelligence (AI) 
and robotics, the elaboration of 
ethical concerns, considerations, 

and requirements helps elucidate the 
nature of technology’s reach and 
impact on society where there is a 
legal void. Thus, establishing ethics in 
AI and robotics is fundamental to 
identifying their potential risks and 
benefits, especially in our pandemic-
wrecked world [1]. 

The development of AI and robotics 
within an ethical framework enables the 
anticipation of future application con-
texts and articulation of uses that do not 
yet exist. Ethical considerations help to 
create a much-desired relationship 
between technology and human values 
and address the impacts a technology 
can have, thereby addressing issues of 
trust, safety, security, data privacy, and 
algorithmic bias. The need for an ethical 
framework is urgent because of the 
increasing adoption and use of autono-
mous and intelligent systems (A/ISs) in 
many domains, such as health care, edu-
cation, finance, and insurance services. 
Ethically aligned technology has a clear 
role in supporting the achievement of 
the United Nations (UN) Sustainable 
Development Goals (SDGs) [2], [3].

In 2016, IEEE established its Global 
Initiative on Ethics of Autonomous 
and Intelligent Systems with the aim of 
ensuring that every stakeholder 
involved in the design, development, 
and management of A/ISs is educated, 

trained, and empowered to prioritize 
ethical considerations so that these 
technologies are advanced for the ben-
efit of humanity. One of the efforts 
conducted by this initiative focuses on 
the development of soft laws (e.g., 
standards and guidelines) to help 
shape the responsible development 
and use of A/ISs. 

With this aim, the IEEE Robotics 
and Automation Society (RAS)/Stan-
dards Association (SA) 7007 Ontolo-
gies for Ethically Driven Robotics and 
Automation Systems Working Group 
(IEEE 7007 WG) was established in 
2017. During the past four years, this 
group has been working to create an 
ontological standard to enable the 
development of ethically driven robot-
ics and automation systems. This stan-
dard was scrutinized by the global 
community in 2021, and it was offi-
cially approved by the IEEE SA on 24 
September 2021. Due to the relevance 
of this standard, the IEEE 7007 WG 
has been selected as a recipient of the 
IEEE SA Emerging Technology Award 
“for developing an innovative onto-
logical standard on the ethics of artifi-
cial intelligence” (see “RAS Standard 

Receives IEEE SA Emerging Technol-
ogy Award!”).

Regulatory Frameworks
There are various international regula-
tory initiatives in the area of emerging 
technologies with an impact on AI and 
robotics [4]. Current international reg-
ulatory requirements are contained in 
a combination of nonlegally binding 
ethical standards, frameworks, and 
guidelines as well as legally binding 
instruments [5]. 

Examples include the 2019 OECD 
Recommendation on AI; 2019 G20 
Human-Centered AI Principles; 2019 
European Union (EU) Ethics Guidelines 
for Trustworthy AI; 2019 recommenda-
tions of the UN Secretary-General’s 
High-Level Panel on Digital Coopera-
tion; 2019 IEEE Ethically Aligned 
Design ;  2015 UN SDGs; and BS 
8611:2016, Ethical Design and Applica-
tion of Robots. More recently, in 2021, 
there has been an elaboration of the 
draft of the very first international nor-
mative instrument by the UN Educa-
tional, Scientific, and Cultural Organi-
zation on the ethics of AI. Examples of 
legal requirements from international, 

Digital Object Identifier 10.1109/MRA.2021.3117414
Date of current version: 9 December 2021

RAS Standard Receives IEEE SA Emerging Technology Award!
The IEEE 7007 WG has been selected as a recipient of the IEEE SA Emerging 
Technology Award “for developing an innovative ontological standard on the ethics 
of artificial intelligence.” The chair of the group is Edson Prestes, the vice chair is 
Sandro Fiorini, the technical editors are Mike Houghtaling and Babita Ramlal, and 
the secretary is Paulo J.S. Gonçalves.

The IEEE SA Emerging Technology Award is awarded for the initiation, advancement, 
or progression of a new technology through the IEEE SA open consensus process. 
Further information about the award, including a list of past recipients, may be found  
at https://standards.ieee.org/about/awards/etech/index.html.



121DECEMBER 2021  •  IEEE ROBOTICS & AUTOMATION MAGAZINE  •

regional, and/or national bodies 
include the 2016 EU General Data Pro-
tection Regulation, bilateral and multi-
lateral treaties, and the 2018 Council of 
Europe “Modernised Convention for 
the Protection of Individuals With 
Regard to Automatic Processing of Per-
sonal Data” (Convention 108+). 

The IEEE Ethics Certification Pro-
gram for Autonomous and Intelligent 
Systems [6] is a world first in setting 
standards for the ethical certification 
of products, services, and systems 
deploying AI and robotics in the public 
and private sectors. Certification is 
essential to guarantee that these tech-
nologies operate as expected when 
they are interacting with human and 
nonhuman agents. For stakeholders 
involved directly and indirectly in the 
lifecycle of AI and robotics systems, 
certification guarantees that these sys-
tems will cause no harm, their limita-
tions are known, and there will be 
human accountability and responsibil-
ity for their use. This, in turn, fosters 
greater societal confidence in the tech-
nology’s utilization. 

Different from these frameworks, 
the standard developed by the IEEE 
7007 WG has a formal and ontological 
representation that can be used not only 
as a foundation to elaborate public poli-
cies but also to create computational 
systems. In fact, IEEE Standard 7007 is 
the first global ontological standard that 
contains the concepts, definitions, and 
axioms that are necessary to establish 
ethical methodologies for the design, 
development, and deployment of AI 
and robotics.

IEEE 7007 WG
The IEEE 7007 WG is under the 
umbrella of the IEEE SA P7000 series 
devoted to ethics in A/IS. In this scope, 
several WGs were formed—15 to date—
to deliver a broad range of standards 
and/or recommended practices. Among 
the goals of the IEEE 7007 WG are to

●● �establish a set of definitions and 
their relationships that will enable 
the development of robotics and 
automation systems in accordance 
with worldwide ethics and moral 
theories

●● �align the ethics and engineering 
communities to understand how 
to pragmatically design and imple-
ment these systems in unison

●● �develop a precise communication 
framework among global experts of 
different domains, including robot-
ics, automation, and ethics. 
To attain these goals, the IEEE 7007 

WG developed a set of ontologies for 
representing the domain in a more pre-
cise way. As a result, IEEE Standard 
7007 contains a set of ontologies that 
represents norms and ethical principles 
(NEP), data privacy and protection 
(DPP), transparency and accountability, 
and ethical violation management 
(EVM). The 2development of this stan-
dard was a complex process requiring a 
dedicated lifecycle. For this purpose, the 
IEEE 7007 WG developed an agile, col-
laborative, and iterative methodology 
called the robotic standard development 
lifecycle [7].

The usefulness of ontologies in 
standardization is twofold. On the one 
hand, standardization processes are set 
to produce a body of knowledge that 
reflects a consensual view of practitio-
ners around a topic, defining, among 
other aspects, a standard knowledge 
structure in a domain, including com-
mon concepts, relationships, and attri-
butes. Ontologies and their methods 
provide a formal approach to that 
aspect of the standardization process, 
which is expected to produce a 
sounder standard. On the other hand, 
the ontologies themselves, as formal 
artifacts, can be seen as products of 
the standardization process that can 
be used directly in data processing and 
automatic reasoning. As an example, 
one can cite IEEE 1872-2015 [8], 
which set forth to establish clear defi-
nitions for common terms in robotics 
and automation.

IEEE 7007 Ontological Standard 
for Ethically Driven Robotics and 
Automation Systems

Top-Level Ontology
As a core ontology, the ethically driven 
robotics and autonomous systems 
(ERAS) ontology represents a midlevel 

set of formalizations and commitments 
that are platform independent and 
intended to fit between an upper top-
level or foundational ontology and 
lower-domain and application-specific 
ontologies. While some potential users 
of the standard may intend to align the 
ERAS core formalizations with existing 
top-level ontologies specific to their 
application domain, other user commu-
nities will only require a minimal top-
level set of conceptualizations to com-
plete the formalization of the concepts, 
terms, and commitments axiomatized 
in the ERAS ontology. 

For that purpose, the four ERAS 
subdomain ontologies are augmented 
with axioms sufficient to complete 
the definitions and commitments 
expressed in the core ERAS models. 
These axioms are expressed formally 
using the Common Logic Interchange 
Format (CLIF) [9]. The ERAS top-
level ontology (ERAS-TLO) formal-
izations define a minimal set of terms 
deemed relevant to the character-
ization of ethically oriented agents 
and autonomous systems. It is not 
intended to be applicable as a TLO in 
other contexts.

NEP Ontology
The NEP ontology subdomain formal-
izes the terminology and ontological 
commitments associated with ethical 
theories and principles that characterize 
the norms of expected behaviors for 
norm-oriented agents and autonomous 
systems. This includes axioms for con-
cepts, such as norms, ethical theory, sit-
uation plan repertoire, agent plans, plan 
actions, and agent actions as well as the 
corresponding relationships, such as 
“selects plans from,” “subscribes to,” 
“satisfies,” and “constrains plans for.” 
Figure 1 depicts a brief and partial view 
of a subset of the NEP terms with a 
Unified Modeling Language (UML) 
class diagram.

DPP Ontology
The DPP ontology represents concepts 
and relationships among the diverse 
agents, entities, and organizations that 
may be involved at different stages in 
data gathering, processing, transfer, 
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retention, and storage and in which 
autonomous systems may be deployed. 
Thus, the DPP ontology represents con-
cepts like the natural person, caregiver, 
data protection authority, controller, 
and authorized accessor as well as the 
different types and processing of per-
sonal data (e.g., health data, economic 
data, and social data) and correspond-
ing data process access. DPP principles, 
like privacy by design, data protection 
by design, data protection by default, 
and human rights by design, were also 
included in the standard.

It is crucial to represent this domain 
formally because of the relevance of the 
existing regulations worldwide about 
DPP. In addition, evaluating the 
impact of driven robotics and automa-
tion systems on personal data and, 
hence, on the processing of personal 
information is essential to the regula-
tion of A/IS. As stated in the standard, 
“Data privacy is a highly complex and 
increasingly regulated area of law, in 
which the regulatory regime is rapidly 
evolving. No standard can provide 
unconditional consistency with all 
applicable laws and regulations, which 
continue to change rapidly in this area, 
and may also vary at the local, state 

and regional level. Users of this Stan-
dard are responsible for keeping 
apprised of such laws and regulations.”

Transparency and  
Accountability Ontology
The transparency and accountability 
ontology subdomain formalizes the 
vocabulary and ontological commit-
ments relevant for terms capable of 
expressing the concepts and relation-
ships necessary to enable ethical auton-
omous systems with capabilities that 
provide informative explanations for 
plans and associated actions. Ethically 
aware agents require the ability to be 
transparent in their interactions with 
other agents. An agent qualifies as an 
autonomous transparent agent if it is 
enabled with an always-available 
mechanism capable of reporting 
its behavior, intentions, perceptions, 
goals, and constraints in a manner 
that permits authorized users and col-
laborating agents to understand its 
past and expected future behaviors. 
To express these capabilities, this 
ontology includes axioms for con-
cepts, such as explanation, agent expla-
nation plan, explanation plan reper-
toire, discourse content, agent data, 

transparency concern, audience, and 
content provenance, along with cor-
responding relationships, such as 
“determines what to explain,” “deter-
mines how to explain,” “formulates,” 
“expressed_in,” “authenticates,” and 
“is accountable for.”

EVM
The EVM ontology subdomain pres-
ents axioms to formalize the termi-
nology associated with capabilities to 
detect, assess, and manage ethical 
and legal norm violations occur-
ring within or generated by autono-
mous system behavior. This includes 
concepts such as norm violation, 
norm violation incident, responsibil-
ity ascription, ascription justification, 
grounds for ascription, agent account-
ability, event causation, liability sanc-
tion, and ethical behavior monitor. 
Figure 2 presents a partial view of the 
EVM concepts and relationships in a 
UML class diagram.

During an ethically aware agent’s 
interaction with the environment and 
other agents, some norms can be vio-
lated. A norm violation is an action 
event reflecting a failure to conform to 
the norm’s rules of behavior relevant to 
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the agent’s situation. Agent system 
components or other agents providing 
an ethical behavior monitoring ser-
vice may detect and record norm vio-
lations using norm violation incident 
information artifacts. A norm viola-
tion elicits a responsibility ascription 
process as a social interaction process 
to identify those responsible for the 
violation. A responsibility ascription 
process that results in the ascription 
of responsibility to one or more 
agents is justified by an ascription jus-
tification information artifact. This 
category represents the collection of 
facts formulated and asserted by 
an authoritative agent or agency to 
ascribe responsibilities for ethical or 
legal norm violations. It is composed 
of constituent grounds for ascription 
information artifacts.

Ethical violation as well as transpar-
ency and accountability ontologies 
identify accountability and legal respon-
sibility as important real-world con-
cepts impacting AI and robotics. Legal 
responsibility and its manifestations in 
terms of culpability as well as civil and 
criminal liability [10], [11] have influ-
enced the content of the standard. The 
parameters between accountability and 
responsibility are also reflected with use 
of terminology that conveys a spectrum 
of potential agents who may be held 
responsible (e.g., partial or distrib-
uted responsibility). 

An important observation here is 
that the EVM core axioms restrict 
autonomous system agent responsibility 
ascription to a set of specific system eth-
ical norm violations and when human 
agents are involved in the collective dis-

tributed responsibility chain. Autono-
mous systems cannot be ascribed any 
responsibility for legal norm violations. 
An autonomous system acting as a sin-
gle agent cannot be ascribed responsi-
bility for any type of norm violation. 
Distributed responsibility is applicable 
only when the autonomous system is a 
member of a human-directed team and 
when an action by the system caused a 
norm violation.

Conclusions
IEEE Standard 7007 is the first global 
ontological standard elaborated to 
establish ethical methodologies for the 
design, development, and deployment 
of A/IS. It contains a set of ontologies 
that represents, explicitly and formally, 
core concepts that are relevant to 
dealing with NEP, transparency and 
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accountability, EVM, and DPP. It is 
expected that this work has a signifi-
cant impact worldwide in being used 
to teach ethical design; for both 
human and institutional capacity 
building in the domain of the ethics of 
AI; to create computational ethically 
aligned systems; to create a taxonomy 
to support the elaboration of public 
policies; and to strengthen digital 
cooperation across nations applied 
together with the other members of 
the IEEE P7000 family.
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