
96 IEEE SOFTWARE  |  PUBLISHED BY THE IEEE COMPUTER SOCIETY  0740 -7459 / 19©2019 I EEE

Editor: Robert Blumen
SalesForce
robert@robertblumen.com

SOFTWARE 
ENGINEERING RADIO

Ninchant Suneja: Briefly describe 
ScyllaDB.

Avi Kivity: ScyllaDB is a distributed 
no-SQL database. It’s compatible 
with Cassandra. ScyllaDB’s high per-
formance gets the most out of hard-
ware and brings low latency and high 
throughput to applications. It is au-
tonomous, self-tuning, and adaptable.

What was the motivation for building 
ScyllaDB?

Some years ago, we were building 
OSv, a cloud operating system, and 
we set out to optimize Cassandra for 
OSv to achieve performance gains. 
Because of bad performance char-
acteristics in Cassandra, there was 
nothing we could do at the operat-
ing-system level. But we liked Cas-
sandra’s shared-nothing and fully 
symmetric architecture. The combi-
nation of good architecture and poor 

implementation represented an op-
portunity, so we pivoted from OSv 
and began working on ScyllaDB.

Compare ScyllaDB and Cassandra 
in terms of throughput and latency.

Benchmarks show that you can reach a 
million operations per node with Scyl-
laDB, and throughput grows with 
[the] number of nodes. This depends on 
the workload: Complex operations, 
or operations with large amounts or 
larger rows, will have lower throughput 
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and fewer operations per node. Simpler 
operations achieve higher throughput. 
Throughput is affected by how the data-
base does internal maintenance, things 
like repair and bootstrapping. These 
must be considered, and we have bench-
marks and blog posts about them.

The ScyllaDB website shows ScyllaDB 
achieving throughput on a three-node 
cluster for Yahoo! Cloud that Cas-
sandra was achieving on a 30-node 
cluster with lower P99 latencies, rep-
resenting 10-times cost savings.

The less hardware you need, the 
more savings you get; conversely, the 
same amount of hardware can do 
more or achieve lower throughput.

ScyllaDB is written in C++ and Cas-
sandra in Java. Why?

The top motivation was control. Java 
is a managed language. It runs in the 
JVM, which mediates what you do with 
hardware and the operating system. 
C++ allows you to do anything you like. 
You can do bad things like accessing the 
freed memory, but you can lay out data 
and memory however you like, access 
any OS function, or bypass the OS.

What about garbage collection’s im-
pact on latency?

Garbage collection can pause a node 
for hundreds of milliseconds or more 
and do unpredictable things. Prob-
lems propagate across the cluster in 
a distributed environment because a 
node is not responding.

Without a garbage collector, how  
does ScyllaDB manage heap frag- 
mentation?

Because many C or C++ databases 
or in-memory databases don’t do 

compaction, problems arise when 
changing the average size of stored 
data. When you try to store a larger 
object, you have to evict the entire 
cache to find contiguous space to 
store the new data.

With ScyllaDB, we have an ad-
ditional log-structured allocator to 
store data. When we allocate, we allo-
cate to a new position, and, when we 
free, we do not immediately reuse the 
freed data. Because the log-struc-
tured allocator is aware of the loca-
tion and the data types of all the data 
that is stored in it, the allocator can 
move the data whenever it wants and, 
thereby, compact the heap. It uses 
128-K segments to store this data, so 
it fragments larger data.

What is a shared-nothing architecture?

Typically, architectures share an ex-
pensive storage-area network acces-
sible from multiple computers, a disk 
with multiple interfaces connected 
to multiple SCSI buses to implement 
clusters, providing a shared pool of 
storage connected to multiple ma-
chines. While this could always fit 
on your shared storage pool, storage 
was expensive.

Like Cassandra, ScyllaDB uses shared-
nothing architecture among nodes and 
cores. Each core accesses only its own 
memory, files, and connections, reducing 
the need for locking, [which is] expen-
sive in a shared architecture. ScyllaDB 
allows use of a large number of available 
cores, which is almost impossible in a 
traditional architecture.

What is a disadvantage of having mul-
tiple application threads per core?

The kernel scheduler must decide 
which thread runs each time, so you 
lose control. You need control in 
something like a database. To mediate 

access to data, you need locks, which 
are becoming more expensive. When 
you transition from one thread to 
another, you must go through the 
kernel, and context switches are ex-
pensive and are becoming slower over 
time. Having one thread per core, the 
kernel needn’t decide which thread 
to run; all thread-switching costs 
are gone.

In ScyllaDB, how do two cores com-
municate, and how do application 
threads with one application run-
ning on each core communicate?

Every pair of cores is connected by a 
pair of single-producer, single-con-
sumer queues, implemented with just 
memory barriers. One core places a 
message into the queue, the other re-
trieves the message, does what was 
requested, and responds in the return 
queue. When you apply batching, each 
operation is amortized: Many mes-
sages are pulled from the queue at 
once, reducing cost per message and 
providing high throughput.

Why would intercore communication 
be necessary?

We are trying to reduce it. Inter-
core communication is most common 
with client connections. A client con-
necting to a node doesn’t know which 
shard it’s connected to and sends re-
quests to the node but not to a particu-
lar shard. A request could arrive at one 
shard that must be processed by a differ-
ent shard or core.

We enhanced the protocol and driv-
ers to allow each client driver to generate 
one connection per core so that the 
driver can send the request directly at the 
core that will service the request. Inter-
core communications reduce perfor-
mance and generate imbalance, the bane 
of thread-per-core implementations.
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What is the Seastar framework, and 
what is its relationship with ScyllaDB?

Seastar is a generic framework for 
thread-per-core applications. It’s 
oriented at server applications that 
mix multicore, IO, and networking. 
Many applications do asynchronous 
networking, but few frameworks do 
asynchronous IO and fully utilize 
the thread-per-core architecture. 
Distributed databases, distributed 
file systems, and other storage-inten-
sive applications benefit from Seastar.

Why does ScyllaDB use Seastar’s user-
space disk IO scheduler instead of 
the Linux-kernel scheduler?

Again, control. The best place to queue 
IO is in the device itself or in the ker-
nel. Queueing in user space, how-
ever, gives you control. The device 
can schedule IO for best throughput, 
but, when the device or kernel reorders 
requests, the order may not be what 
you want. By queueing in user space, 
we control what gets serviced next and 
give the device and kernel just enough 
to achieve high throughput.

How many IO queues does ScyllaDB 
maintain in user space?

There are two levels of IO queues. 
One is per shard, containing all of 
the IOs that are destined to go into 
the disk for that shard. If the disk 
does not have high concurrency, we 
keep fewer IO queues than there are 
shards, to restrict the concurrency of 
IO going into the disk to a sustainable 
level without incurring latency. The 
second level is one IO-queue service 
class and pair shard. Service classes 
are things like query, compaction, 
commit log, table flushes, and repair. 
We isolate those operations from 
each other so none can dominate.

What are the advantages of using a 
user-space TCP/IP stack over some-
thing like NFSD, which runs in 
the kernel?

Seastar supports a user-space TCP/
IP stack, but ScyllaDB does not use 
the stack by default. The stack can 
be turned on, but we don’t recom-
mend it for production. We decided 
that the incremental benefit and per-
formance was not worth incurring 
more work for the user. 

Does ScyllaDB still maintain the no-
tion of one TCP/IP stack per CPU 
core, or is the TCP/IP stack shared 
across all the cores?

Only partially. Yes for the user-space 
TCP/IP stack, but for the POSIX 
TCP/IP stack, only partially. We 
have a connection per core so you 
can send messages directly to other 
nodes, and we configure the kernel 
TCP/IP stack to reduce core hops.

What factors should be considered 
by a user of the Seastar framework 
to integrate the TCP/IP stack in 
an application?

Use a user-space stack when you 
have high packet rates. The over-
head of processing a packet in the 
kernel and distributing the packet 
to the correct core is higher than in 
user space, when you can make sure 
that the packet arrives at the cor-
rect core in the first place. A high-
packet -rate application is a good use 
for the user-space TCP/IP stack. The 
application must also be amenable to 
thread per core.

Why did you diverge from Cassan-
dra in abandoning the Linux-kernel 
page cache for user-space role-based 
cache managed in ScyllaDB?

Control again. Linux page cache 
gives the kernel control over how the 
cache is managed and how things are 
evicted when the cache is filled. The 
kernel is not tuned to what we want. 
Having an object cache allows us to get 
better memory utilization and reduce 
our CPU utilization. For an object 
cache, you need something special-
ized; you can’t use the page cache.

Is there a trend for more kernel func-
tionality to come into user space, giv-
ing rise to the microkernel notion?

An infrastructural application, like a 
database or file system, will be run 
on thousands of nodes, not all in one 
user, and in a large number of places. 
It is worth the effort to specialize all 
of those algorithms and use them for 
the application because the effort is 
amortized over many installations. 
As cores proliferate in machines, the 
payoff increases.

Since it’s now maintaining all the 
cache in the user space by itself, what 
are the cache-eviction and cache-in-
validation strategies in ScyllaDB?

When we flush a memtable to disk, 
we have to do something with the 
object in the memtable. If the parti-
tion we are flushing also exists in the 
cache, we merge the data into that 
cache. If we know that the partition is 
new and doesn’t exist on disk, we also 
merge the partition with the cache. If 
the partition exists on disk but not in 
the cache, we throw it away.

Can you describe how read and 
write requests will go through the 
whole ScyllaDB stack?

The client issues a request to a coordi-
nator. Every ScyllaDB node has a role 
both of a replica and a coordinator. 
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The coordinator is client-facing. If 
the client is using a token or a driver, 
it will select a coordinator that is also 
acting as a replica. A coordinator is 
then on the same node as a replica for 
that data, saving network cost.

The driver sends a request to the 
coordinator, which selects the repli-
cas that participate in that request. In 
a write, all replicas participate; in a 
read, perhaps fewer. The driver sends 
messages across the network to those 
replicas. If it’s a driver supplied by 
ScyllaDB, the request will also arrive 
at the correct core, so you get better 
throughput than latency.

Same for a write request?

Reads and writes are similar except for 
the number of replicas contacted. For 
writes, all nodes that are up are con-
tacted to make sure that all replicas are 
current. This delivers the best through-
put and latency. You can request a core 
room, which increases consistency but 
reduces throughput. Or you contact 
all replicas for that role for best con-
sistency, but availability may be af-
fected if a node is down.

Cassandra and ScyllaDB both have 
the gossip protocol for membership 
changes in the cluster. Can I have a 
cluster with both ScyllaDB nodes 
and Cassandra nodes?

No, they are not wire compatible. Wire 
compatibility would restrict our free
dom of implementat ion. Also, in
tegrating ScyllaDB into a Cassandra 
cluster might destabilize the Cassan-
dra cluster while migrating. The typical 
migration path is to have parallel clusters 
running. The client sends each write into 
both clusters to keep data consistent. 
When everything is working, you 
switch over to ScyllaDB and continue 
with one cluster.

How wil l Scyl laDB implement 
lightweight transactions in future 
release[s]?

We will use the Raft protocol instead 
of the older Paxos protocol to estab-
lish a leader for every group of par-
titions. The leader coordinates all 
[writing] to a group of partitions, pre-
venting concurrent writes.

Is there an application-level API 
compatibility between ScyllaDB and 
Cassandra and complete support for 
the Cassandra query language?

If we add extensions, we try to make 
sure they don’t conflict with t he 
Cassandra language. There may 
be gaps when we haven’t complet
ed a feature, such as l ightweight 
transactions. In addition to the 
language, the protocol is the same. 
You can use the same driver you’ve 
always used. Migrating from Cas-
sandra to ScyllaDB usually requires 
no changes.

What features does ScyllaDB pro-
vide for live backup and restore in 
case of a region failure?
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ScyllaDB can make sure that there is 
one replica for data on each availabil-
ity zone. If a zone dies, you can recover 
data from the surviving zones. If you 
have a region or a data center drop, you 
can rebuild the data from other surviv-
ing data centers. For a complete di-
saster, you have backup and restore. 
You can snapshot the database and 
copy files to an offline storage location, 
then reconstruct at the point of backup.

This would require some downtime 
for the application.

Yes. For live backup, you create an-
other data center to replicate to. That 

center contains all the data in your 
database, so you can also switch 
your applications to that. Most de-
ployments use a multimaster data-
base, with reads and writes to all of 
[the] data centers in parallel.

Are data centers in  cont inuous 
sync with each other? Are they 
synchronizing continuously [or] 
asynchronously?

Both modes are supported. You can 
have synchronous replication so that 
a write waits until other data centers 
are fully synchronized, giving a high 
guarantee of consistency but trading 

off latency. Or you can have asyn-
chronous replication and get the re-
sponse only from the local replicas 
as ScyllaDB continues replication in 
the background.

The delay is just a few hundred 
milliseconds for the data to propa-
gate. ScyllaDB writes the data into 
[the] local disk and tries to replicate 
the data later in case of failure. There 
are also repair facilities to resynchro-
nize in case of lost connections be-
tween data centers.

What upcoming features are you 
working on, and when will they 
be released?

[Version] 3.0 will have improved sup-
port for large partitions. Queries will 
be faster, and the amount of storage 
used will be lower. Others are mate-
rial skews, lightweight transactions, 
and tiered storage.

Will you track the Cassandra features 
in the future or branch off?

We will continue providing Cassan-
dra features. 
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