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SE AND ETHICS

“UNFAIRNESS IS EVERYWHERE,” 
says Dr. Jeanna Matthews from 
Clarkson University. “We say we 
want a fair society, but we are far 

from a level playing field. If we ask 
‘what is the secret of your success?’, 
people often think of their own hard 
work or a good decision they made. 
However, It is often more accurate 
to look at advantages, like the ability 
to borrow money from family and 

friends when you are in trouble, deep 
network connections so that you 
hear about opportunities or have a 
human look at your application, the 
ability to move on from a mistake 
that might send someone else to jail, 
help at home to care for children, etc.  
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From the Editors

Usually, when we talk to other software engineers about fairness and discrimina-

tion, it quickly becomes a conversation about measurement (e.g., how to check if 

different populations within society are getting different false-positive rates from 

that software). But if you talk to Dr. Jeanna Mathews from Clarkson University, the 

conversation is very different. She focuses on risk as a function of the severity of 

consequences and the probability of those consequences occurring. Then she asks 

how legislation could help manage high-risk software.

And for future issues we ask, “What do you want to see in this ‘SE for Ethics’ 

column”? Do you have an important insight or industrial case study? Something that 

could prompt an important discussion? Or, alternatively, that extends or challenges 

significant ideas? If so, email a one-paragraph synopsis to johnsonb@gmu.edu or 

timm@ieee.org (subject line: “SE for Ethics: Idea: [Your Idea]”). If that looks interest-

ing, we’ll ask you to submit a 1,000- to 3,000-word article (where each graph, table, 

or figure is worth 250 words) for review for IEEE Software.—Tim Menzies
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The narrative that success comes 
from hard work misses that many 
people work hard and never succeed. 
Success often comes from exploiting 
a playing field that is far from level 
and, when push comes to shove, we 
often want those advantages for our 
children, our family, our friends, our 
community, our organizations.”

It is hardly surprising that this 
lack of a level playing field is reflected 
in our software too. For example, 
Amazon had to scrap an automated 
recruiting tool as it was found to be 
biased against women.1 A widely 
used face recognition software was 
found to be biased against dark-
skinned women.2 Google Translate, 
the most popular translation engine 
in the world, was shown to exhibit 
gender bias. “She is an engineer, He 
is a nurse” translated into Turkish 
and then again into English became 
“He is an engineer, She is a nurse.”3 
The Compas recidivism predic-
tion model, used in courts across 
America, is more likely to mistakenly 

predict that black defendants are high 
risk, while making the opposite type 
of mistake for white defendants.4 
And every day this list grows longer 
and longer.

Criminal Justice Software
Since unfairness from software is po-
tentially everywhere, Dr. Matthews 
works to manage and mitigate its ef-
fects. Some of her research concerns 
the software used in the criminal 
justice systems.5,6,7 “In a democracy, 
we believe in a fair trial. We say ‘in-
nocent until proven guilty’ and that 
we have the ‘right to confront our 
accusers.’ But what does that mean? 
If software generates evidence that 
could lead to someone getting con-
victed, and they can’t question that 
software, and that software is not 
held to a high standard of accuracy, 
are those principles we think are fol-
lowing still even true?”

She reports many issues with the 
software used in the criminal jus-
tice system. “Results of forensics 

software are often deemed admis-
sible in court using articles in peer-
reviewed publications as evidence of 
acceptability. But peer review of an 
article is a long way from thorough 
verification and validation of the 
underlying system. Peer reviewers 
are answering whether the results 
are interesting to the research com-
munity, not whether the software is 
sufficiently reliable. There has been 
reluctance to hold criminal justice 
software to the same rigorous stan-
dards for verification and valida-
tion as software used in other areas, 
such as medical devices or air traf-
fic control for example.” Of special 
interest to software engineers, there 
has been a surprising reluctance to 
include software engineering in the 
relevant scientific community of in-
terest when determining whether 
the output of a particular piece of 
software had sufficiently gained gen-
eral acceptance for admissibility as 
evidence according to the Frye and 
Daubert standards.”8

Industrial Regulation
Policy makers around the world are de-
bating regulatory approaches to con-
trol automated systems, especially 
in response to growing concern over 
generative artificial intelligence tech-
nologies, like ChatGPT and DALL-E.  
Matthews has been involved in craft-
ing recommendations for technol-
ogy pol icy for many years. She 
recommends a laser focus on risk. 
“Some regulatory proposals focus 
on specific technologies, like large 
language models or facial recogni-
tion. Some make distinctions be-
tween large and small companies or 
between application areas. I recom-
mend a laser focus on risk as defined 
by the severity of potential conse-
quences and the probability of those 
consequences.” She explains that 

ABOUT DR. JEANNA MATTHEWS

Dr. Jeanna Matthews, professor of 
computer science at Clarkson Univer-
sity, Potsdam, NY 13699 USA, earned 
her Ph.D. C.S. from the University of 
California, Berkeley, in 1999. She is a 
founding Chair of the Association for 
Computing Machinery (ACM) Technol-
ogy Policy Subcommittee on Artificial 
Intelligence and Algorithmic Account-
ability, an ACM Distinguished Speaker, 
and a Fulbright Scholar. Her current 
work focuses on securing societal decision-making processes and support-
ing the rights of individuals in a world of automation. For more information, see 
https://people.clarkson.edu/~jmatthew/.
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focus on risk can help manage the 
most severe risks without dampen-
ing innovation.

Matthews recommends that policy  
makers take advice from long-stand-
ing software engineering principles, 
like those found in the IEEE 1012 
standard.9 “The IEEE 1012 stan-
dard does a nice job of assigning 
different integrity levels or risk tiers 
to systems based on the severity 
and probability of possible conse-
quences and assigning more verifi-
cation and validation requirements 
to higher risk tiers. For example, 
voluntary self-policing standards 
might be fine for low-risk software, 
but for high-risk software, we could 
require substantial risk manage-
ment and independent verification 
and validation.”

She also recommends involv-
ing stakeholders broadly defined 
throughout the lifecycle of software. 
“Organizations will have incentives 
to manage risks to themselves and 
their customers, but risk manage-
ment really needs to consider those 

impacted by the system, society 
as a whole, the environment, etc. 
I think we are going to need more 
than voluntary compliance with 
best practices to accomplish this. 
For high-risk software, stakehold-
ers broadly defined should be in-
volved from concept to design, 
implementation, deployment, and 
beyond. Even if an organization 
estimates the risks to be low, they 
should still be tracking and report-
ing actual consequences after de-
ployment and adjusting based on 
evidence. It wouldn’t be inappro-
priate to have penalties for estimat-
ing the system to be low risk in the 
first place when that turns out not 
to be true. Many risks are foresee-
able and manageable if you involve 
stakeholders broadly defined in the 
process of risk management from 
the beginning.” 

Transparency and Access
For Dr. Mathews, it’s all about 
transparency. “We often tell the 
story that automation will be great 

for everyone. That we are making 
the same decisions and taking the 
same actions we always have, just 
faster and more efficiently. In my 
experience, this is rarely the case. 
We are changing the fundamental 
nature of the decisions being made 
and actions being taken. There will 
be new winners and losers. Software 
is putting its thumb on the scale. I 
want transparency so people can un-
derstand the tradeoffs being made 
and advocate better for themselves: 
as citizens, as customers, as work-
ers, as individuals, as members of 
many different groups. When we 
don’t recognize the tradeoffs being 
made, someone else will be making 
those decisions in their own best in-
terest, not ours.”
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