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You seem to have a unique profes-
sional perspective. Are you a lawyer? 
A test engineer? A policy advocate? 
If the three are connected, does that 
also mean you are now positioned 
to help those who might be hurt by 
poorly constructed software?

Marc Canellas: In many ways, I’m 
all three. As a public defender, my 
job is to advocate for the rights 
and humanity of people disfavored 
by most of society. But if you want 
to advocate for human and civil 
rights in our modern technological 
society, you have to advocate for 
software testing. As a researcher 
and policy advocate, I have long 

advocated for what I call good de-
sign,1 for the baseline of ensuring 
that high-risk software works, that 
they are fit for their purpose and in-
dependently verified and validated 
(V&V)—writing about everything 
from AI,2 autonomous weapons,3 
autonomous vehicles,4 to complex, 
sociotechnical systems,5 and elec-
tronic voting machines.6,7
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From the Editors

Ethics is more than just a technical issue. Legal issues matter, too. To explore those 

legal issues, we talked to Dr. Marc Canellas—a proud public defender, engineer, and 

public policy advocate. As a public defender he defends people from the excesses of 

our legal and political systems, using his expertise in technology (he has a Ph.D. in 

aerospace and cognitive engineering) and policy (he is a former IEEE-USA Science 

and Technology Fellow for a Congressional House member and past chair of IEEE-

USA’s AI Policy Committee).

And for future issues we ask, “What do you want to see in this SE for Ethics col-

umn”? Do you have an important insight or industrial case study? Something that 

could prompt an important discussion? Or, alternatively, that extends or challenges 

significant ideas? If so, e-mail a one-paragraph synopsis to johnsonb@gmu.edu or 

timm@ieee.org (subject line: “SE for Ethics: Idea: [Your Idea]”). If that looks interest-

ing, we’ll ask you to submit a 1,000–3,000 word article (where each graph, table, or 

figure is worth 250 words) for review for IEEE Software.—Tim Menzies
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Software testing, independence, 
and V&V are fundamental principles 
of good design to engineers. But un-
fortunately, people are charged with 
crimes because of face recognition, 
DNA software, and many other tech-
nologies that are not tested accord-
ing to those principles. We know 
they are not tested because when 
accused people object to evidence 
generated by these technologies or 
appeal their convictions due to poor 
software testing (or lack of indepen-
dent testing), courts routinely deny 
these principles as necessary for en-
suring the system’s reliability which 
is a prerequisite for the evidence to be 
admissible. Courts have even gone so 
far as to say that somehow adherence 
to IEEE Standard 1012 for System, 
Software, and Hardware Verification 
and Validation can cause errors.8 In 
the criminal legal system, it is an out-
lier opinion to believe that before the 
government uses software to justify 
taking away citizens’ life and liberty, 
they should first ensure that it is in-
dependently verified and validated to 
be fit for its purpose.

Testing is absolutely essential be-
cause no technology is “neutral” (he 
says using air quotes). For example, 
I was previously a public defender 
in Arlington County, VA. Arlington 
County is over 70% White and one of 
the wealthiest counties in the country. 
While there, our office represented 
over 70% of the people charged with 
crimes, and yet every single one of 
our clients were in poverty (total as-
sets and annual income less than 
US$18,000), and almost every one 
of those was Black or Hispanic. In a 
very wealthy, majority-White county, 
a majority of those being arrested 
were poor people of color.

So when we think about how 
these technologies are being used 
and upon whom they are being used, 

“neutral” doesn’t get us very far. 
How does it work? How is it being 
used? Upon whom? What are the 
outcomes? What is the likelihood 
and consequences of failure? These 
are the essential questions for un-
derstanding if a technology is fit 
for its purpose—questions that in-

dependent testing, verification, and 
validation under IEEE Standard 
1012 will answer. When a tech-
nology is used almost exclusively 
to surveil, target, and incarcerate 
marginalized groups such as people 
in poverty or people of color, the 
public and people being accused 
must be given answers to those es-
sential questions.

When talking to you, or reading 
your papers, you speak about the 
criminal legal system and the impact 
technology has on real lives—espe-
cially the impact of poorly designed 
or untested software on real lives. 
Tell us about your work on DNA 
testing software.

Canellas: DNA evidence is devas-
tating in court. I have been in trials 
where trace DNA evidence allegedly 
the result of a single touch of a vic-
tim’s jeans was enough to place a 
person at a scene and guarantee a 
jury’s conviction for robbery despite 
there being no identification by the 
victim, witnesses, videos, or other 
physical evidence. This analysis is a 

ABOUT DR. MARC CANELLAS

Dr. Marc Canellas, public defender, en-
gineer, and policy advocate, strives to 
make society more just and equitable 
one client, one technology, and one 
system at a time. Dr. Canellas is a pub-
lic defender in the Forensics Division 
of the Maryland Office of the Public 
Defender. For more on Dr. Canel-
las, see https://www.linkedin.com/in/
marccanellas.

Dr. Marc Canellas.

We now have thousands of people 
who are in prisons right now, because 
of a DNA software that we know did 

not work.
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product of probabilistic genotyping 
(or DNA) software (like the Foren-
sic Statistical Tool (FST), STRmix, 
and TrueAllele) which claim to iden-
tify people based on traces of DNA. 
These technologies are the most po-
tent and egregious violators of engi-
neering principles.

For example, FST was developed 
in 2011. There are no agencies or 
regulators ensuring software like 
this actually works, so that was left 
to criminal defense attorneys, like 
me. For years, we advocated for 

good design and independent test-
ing of the software. This is where a 
criminal defense attorney and a soft-
ware engineer are one and the same. 
Only in 2016 did an accused person 
and his independent testers get ac-
cess to the software. Turns out, FST 
was not working the way the pros-
ecution and the developers told the 
court the software worked.8 It had 
indefensible statistical methods. Its 
assumptions did not match real-
world operational environments. It  
was not even built by software engi-
neers, but rather by forensics scientists 
who have little to no experience in 
statistics, let alone making produc-
tion-quality software. Ultimately, af-
ter six years and thousands of cases, 
FST was found to be illegitimate, 
indefensible, and abandoned.

But even when a specific forensic 
software like FST is abandoned, the 

structure of our criminal legal sys-
tem can make it a hollow victory. 
When people appealed their prior 
convictions based on FST evidence, 
judges rejected the appeals, saying 
“Yes, now we know the trial court 
was wrong to allow this software. 
Yes, now we know we should have 
required independent testing. But 
at the time, the trial court did not 
think that testing was necessary. Be-
cause the trial court didn’t intention-
ally do anything wrong, they didn’t 
abuse their discretion, and your con-

viction stands.” So, we now have 
thousands of people—human be-
ings with families, dreams—who are 
in prisons right now, because of a 
DNA software that we know did not 
work. People’s lives are irreparably 
harmed, and victims are not able to 
get justice, all because developers de-
ployed software that did not work, 
and prosecutors and the courts did 
not require the necessary testing be-
fore it was deployed.

Moreover, FST was replaced 
by new software like STRmix and 
TrueAllele which has not undergone 
any more independent testing than 
FST. So accused people and their at-
torneys have to start all over again 
arguing for independent testing of 
these technologies. This software, 
and others like face recognition 
software or ShotSpotter, are de-
ployed in thousands of prosecutions 

without independent testing. Each 
day, criminal defense attorneys 
across the country stand up in court 
simply trying to ensure that before 
software is used to take away lives 
and liberty, we at least make sure 
they work.

So, what should we do differently?

Canellas: Legally and politically 
speaking, as IEEE-USA, IEEE Stan-
dards Association, and the IEEE 
Computer Society has made abso-
lutely clear that policymakers and 
the courts should, in accordance 
with IEEE Standard 1012, require 
independent verification and vali-
dation and public disclosure of the 
results as a prerequisite for any soft-
ware evidence used in a high-risk 
situation that can cause loss of life, 
liberty, or extensive financial or so-
cial loss.9,10,11 This includes every-
thing from criminal cases and family 
abuse and neglect proceedings, to 
school choice and tax enforcement.

But as engineers, the best thing 
you can do is be a good engineer and 
show up when and where it counts. 
Theodore von Kármán said that 
“we, engineers, create the world that 
has never been.” We live in a world 
where nearly every decision affecting 
our lives is made through software. 
And yet, the U.S. has never required 
independent testing in the ways nec-
essary to sufficiently protect our 
rights and liberties. All of us live at 
the mercy of untested, unreliable 
software that can falsely place us at 
the scene of a crime and cause us to 
lose our rights and liberties at any 
moment, without any protections or 
redress for error.

But you do not have to special-
ize in engineering ethics, and you 
certainly do not need to go to law 
school to make a difference. What 

The courts should, in accordance 
with IEEE Standard 1012, require 

independent verification and 
validation and public disclosure.
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you should do is stand up for engi-
neering principles. You should sup-
port policies like those above. You 
should try to gain access to forensic 
software and test them yourself. You 
should take the call from the attor-
ney asking for help and advice. We 
engineers have an obligation to make 
sure our society understands and re-
spects the importance and value of 
independent testing.

To say this all another way, 
through your commitment to in-
dependent testing, you can create a 
more fair, just, and equitable world. 
You can create a world that has 
never been. 
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