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B ob Blakley: Welcome to Over 
the Rainbow, the IEEE podcast 

about 21st-century security and pri-
vacy. I’m Bob Blakley; I’m an oper-
ating partner at Team8 and also past 
general chair of the IEEE Symposium 
on Security and Privacy.

Lorrie Cranor: And I’m Lorrie 
Cranor. I’m a professor of computer 
science and engineering and public 
policy at Carnegie Mellon University, 
where I direct the CyLab Security 
and Privacy Institute, and I codirect 
the privacy engineering master’s de-
gree program. I recently became co-
director of the new Collaboratory 
Against Hate: Research and Action 
Center at Carnegie Mellon and the 
University of Pittsburgh.

Blakley: This is our inaugural edition 
of the Over the Rainbow podcast, and 
I couldn’t be more pleased to have as 
our first guest Susan Landau. Susan, 
welcome to the show. Thank you 
very much for joining us, and would 
you like to introduce yourself?

Susan Landau: Thank you very 
much for having me! I’m Susan Lan-
dau. I’m the Bridge Professor of 
Cybersecurity and Policy at the 
Fletcher School and at the School 
of Engineering’s Department of 
Computer Science, both of them 
at Tufts University. I direct our new 
master’s degree in cybersecurity 
and public policy.

Blakley: You’ve recently published 
a new book; it’s called People Count: 

Contact Tracing Apps and Public Health, 
and I think it’s fair to say that one of the 
major themes in the book is that public 
trust is an essential element of public 
health campaigns. It struck me, read-
ing the book, that not only is public 
trust at sort of a historic low point but 
that that’s not an accident—that public 
trust is being undermined deliberately, 
both as a matter of political conflict 
and as a matter of international and 
ideological conflict. Maybe you could 
reflect, for a minute, on the broader 
problem of disinformation in matters 
where public discourse is important.

The Problem of 
Disinformation
Landau: It’s become even harder, of 
course, during the pandemic, where 
we don’t see each other. I think, in the 
United States, a lot of this stems from 
the withdrawal of the fairness doctrine 
that happened under President Rea-
gan. Prior to that, television programs 
had to run fair and balanced coverage. 
And that’s no longer true, and what 
we’ve seen, of course, is support—
almost all on the right—for what I 

would call very unbalanced coverage. 
And people who get their news from 
FOX and so on are not seeing bal-
anced stories, and they don’t have an 
ability to understand that they’re not 
seeing balanced stories.

Other countries, in particular 
Russia, have certainly taken advan-
tage of that for the United States. Chi-
na does disinformation, but it does 
it largely internally, though it does 
some of it to countries in the South 
China Sea, where it’s having political 
battles. But, mostly, the control that 
China exercises is internal, whereas 
Russia’s is both internal and external. 

It’s very dangerous—and we 
don’t know how to combat it well. 
The Baltic countries, which have 
dealt with Russian disinformation for 
decades, have been educating their 
public about how to think analytically 
about what they hear. We have largely 
done away with civics for students, 
and that’s something that we probably 
need to bring back so that students 
understand the balance of powers, 
separation of powers, and how to 
think analytically.
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The Example of 
Fort Apache
Blakley: One of the things that I re-
ally liked about the book was that it’s 
not all bad news, and that you have a 
couple of stories in the book that are 
actually really positive. I thought that 
some of your stories about public 
health systems that responded well 
to the pandemic by building on social 
understanding and social trust were 
really pretty hopeful, and I enjoyed 
them a lot. Do you want to say a few 
words about the case of Fort Apache?

Landau: You and I and Lorrie are all 
computer scientists, and Lorrie is the 
best of us at actually reaching out to 
people and thinking about the people 
side of security and privacy. We tend 
to work with technology, and it was a 
real education to talk to people work-
ing in public health and doing contact 
tracing and see the extent to which 
they needed to understand the people 
that they were working with. 

The contact tracers, as opposed to 
the public health people, when they 
start contact tracing, they don’t ask, 
“Who have you been with?” They 
ask, “How are you doing? What do 
you need? Do you need help if you’re 
isolating at home?” The contact trac-
ers working on Ebola in Liberia would 
ask if people needed food brought in, 
and they would arrange it. The ones 
that I talked to had funding from Part-
ners in Health to pay for the food; 
they didn’t bring the food themselves, 
but the neighbors did—to prevent 
the family who had potentially been 
exposed to Ebola from going out. 

The contact tracers whom I’ve 
talked with who dealt with syphilis, 
some of them would actually take pa-
tients to testing and so on. And, in one 
case, somebody was driving some 
140 mi back and forth to pick up this 
woman, take her to get tested, and bring 
her back home. And so that was really 
interesting to me; it was a different 
view of science and health than I had.

The case of the Fort Apache 
Reservation was really interesting. 

As we know, health on the Native 
American reservations in the Unit-
ed States is poor. People are poor. 
There are diseases of various sorts, 
and people are also often quite far 
from emergency help.

And so the contact tracers and 
public health thought hard about how 
they were going to handle this prob-
lem, and they did two things that were 
really important in keeping fatality 
rates down. The first was that, when 
they went to a family, if there was any 
incidence of COVID in the family 
(people on the reservation live in mul-
tigenerational homes), they would 
have everybody measure their oxygen 
levels through the little oxygen meters 
that you can stick on a finger. 

The reason for that is COVID has 
what’s called happy hypoxia, which is 
that you can be walking around and 
look like you’re fine: talking with people 
and so on, but your oxygen levels are 
low—in fact, low enough that, 15 min 
later, you can be dead. On the reserva-
tion, if you’re a half hour or an hour from 
the hospital, that’s terrible, of course. So 
what the public health people and con-
tact tracers were doing was seeing if 
anybody in the family was infected and 
had a low oxygen level, so they could 
bring them in to the hospital early.

The other thing they did was that 
they took advantage of the fact that 
they knew that children in Apache 
families would often go and visit with 
their other grandparents for an extend-
ed period—a week or two—so, if any-
body was sick in a family, the contact 
tracers would turn and ask, “Who are 
the other grandparents?” They would 
immediately go and check the health 
of that other family. That way, the 
contact tracers could track the situa-
tion before it got to a dangerous point. 
What that talks about, of course, is un-
derstanding the culture of the people 
for whom you’re doing public health 
and contact tracing.

Gaps in Trust
Cranor: That’s great that they were 
able to actually bridge that cultural 

gap and to do it in a trusting way. You 
wrote about some of the gaps in trust, 
especially due to some of the struc-
tural racism that we’ve seen in the 
United States. I’m wondering if you 
can comment a bit about how race, 
and even some of the immigration 
issues in the United States, made it 
more difficult to respond to COVID 
in some communities.

Landau: I’ll start, actually, with the 
immigration issues. There was a 
study done in Massachusetts about 
what factors seem to cause higher 
rates of COVID in communities, and 
among the factors that were uncov-
ered were a high rate of immigration, 
working in food service industries, 
and families living in multigenera-
tional and close settings. 

Now, the last one is obvious as to 
why it would be a problem, especially 
given the difficulty that older people 
have with COVID—the higher rate of 
death there. But the first one, the issue 
of immigration, stems from the prob-
lem that, of course, under the Trump 
administration, legal immigrants were 
quite concerned that anybody they 
knew or any family member who 
was undocumented—their existence 
should not be known to the govern-
ment, including public health.

There was also something called 
the Public Charge Rule that got insti-
tuted in early 2020, which said that, if 
an immigrant or a person in the Unit-
ed States used government services, 
then he or she would be less likely to 
get a Green Card and citizenship. So 
that was a force pushing people away 
from going for public health help. 

And the third thing—working 
in the food service industry—well, 
many low-income people do that, 
and, of course, that creates higher 
exposure. So when you consider all 
three factors, it explains why the city 
of Chelsea had a rate of six times the 
exposure of the rest of the state early, 
in April 2020. And it also, of course, 
explains the death rates in Chelsea 
and other immigrant communities.
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The situation for black Americans 
is somewhat different. Of course, 
structural racism has led to black 
Americans living in communities 
that are subject to more pollution 
and, in particular, more respiratory 
pollution as well as in communities 
that are what we call food deserts, with 
much less good access to healthy 
foods, and so on. 

There’s also been a historic dis-
trust of both the government and 
public health. The reason for distrust 
in public health includes the experi-
ence in Tuskegee, in which 400 black 
Americans who had syphilis were 
left untreated and made the subjects 
of a study for decades by U.S. public 
health to see what would happen if 
they were untreated. This happened 
even as we discovered that penicillin 
would cure syphilis. 

And then there’s the use of black 
bodies for medical purposes, without 
the permission of the patients. For 
example, Henrietta Lacks had ovar-
ian cancer. It turned out that the cells 
in her particular cancer divided very 
quickly and kept growing. She died 
young, but her cells were used in mul-
tiple studies over decades. Her family 
never knew, and she never knew; it 
was only after Rebecca Skloot started 
studying the issue while writing 
The Immortal Life of Henrietta Lacks 
that the family discovered all of this. 
(Skloot talked with the family as she 
was writing.) So that creates a historic 
distrust, not only of the government, 
but also of public health.

And so now you have a situa-
tion in which both of these commu-
nities are less likely to interact with 
contact-tracing apps, which is how I 
got there in the first place. In the case 
of communities where people are 
working jobs at low pay, they often 
can’t afford to stay home from work, 
and so, unless they are really sick and 
forced to stay home, many of them 
don’t want to. 

But there’s also worries about 
whether the apps are given correct 
data. The issue for black Americans is 

the distrust. And for low-income black 
Americans, there’s also the issue of pos-
sibly not being in a position to be able 
to stay home from work on the basis 
of only the possibility of exposure.

Information Collection 
and Privacy 
Blakley: Obviously, there are great 
reasons for black Americans and 
undocumented immigrants to dis-
trust government information collec-
tion mechanisms. But, more generally, 
the information collection practices, 
not only of the government but also 
of private businesses, are reported on 
in ways that expose a lot of flaws and 
hazards to the public. 

So one of the broader themes here 
seems to be that there is this tradeoff 
between uses of data that benefit peo-
ple and privacy versus uses that might 
operate to their detriment. It seems 
like an exceptionally intractable is-
sue, both because it’s technically very 
complicated to protect privacy in the 
face of inference attempts and also be-
cause systems tend to be opaque, and 
any sort of low level of trust is ampli-
fied by any mistake. I wonder what 
your thoughts are about that.

Landau: Facebook and Google con-
tinue [to collect information]; people 
are still using systems [like these] 
because they can’t bear not having 
the convenience they’ve grown to 
depend on. There are the privacy 
fundamentalists who don’t walk 
around with phones or have their 
phones shut off and don’t use certain 
kinds of services. 

And then there are the parents 
whose kids are on soccer teams, and 
the soccer practice announcements 
as well as whether or not practice 
will occur during a light drizzle come 
through a Facebook announcement, 
and nobody feels like calling. So you 
show up at the soccer field and dis-
cover that no, there isn’t a game today. 
And your kid says, “Mom!—or 
Dad!—Why can’t you get on Face-
book, like everybody else?” 

So there aren’t good answers. The 
Europeans have tried to restrict how 
the data are used (but I would say 
not very successfully) and thrown 
various wrinkles in the way. We have 
a case where the technology has got-
ten way far ahead of social policy.

Now, about the contact-tracing 
apps: I have problems with the 
contact-tracing apps. But I also have 
praise here, and, I have to say, the 
cryptographers (and the epidemi-
ologists they worked with) jumped 
in incredibly quickly when they saw 
the risk that people would carry 
phones that would release informa-
tion about exposure.

If you and I both had an app on our 
phone that used Bluetooth to measure 
the distance between us and how long 
we were in that proximity and then 
later could tell me that you’d been 
diagnosed, and, therefore, I needed 
to isolate myself—there are various 
ways that data could be shared. One 
way is that all of the data about the ex-
posure on your phone and the phone 
of everybody who is near you gets 
shared with public health, and then 
public health calls me or tells me that 
I’ve been exposed. 

Alternatively, all of the [anony-
mized] identifiers you sent out could 
be shared with public health, and my 
phone could check with public health 
periodically and say to you, “Oh, this 
identifier is one that happens to be 
the same as one you picked up yes-
terday! You were near a person who 
has since been diagnosed.” That’s a 
decentralized version that prevents 
public health from knowing you and 
I were in close proximity.

Cryptographers came up with 
that second one: a decentralized 
app. They did it extremely quickly. 
COVID was announced to the Chi-
nese World Health Organization 
office on the very last day in Decem-
ber; the public only became aware of 
it in the United States sometime in 
February—though epidemiologists 
were aware of it somewhat earlier, 
of course. 
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But Google and Apple came up 
with the beginnings of their infra-
structure in April, and we had apps 
running in June. That says a lot 
about the cryptographers and their 
ability to get a working system out 
that protected privacy. The system 
has other costs, but it absolutely 
does protect privacy.

Contact-Tracing Apps
Cranor: Speaking of those apps, 
overall, we have this very privacy- 
protective app, which is theoretically 
wonderful. But we haven’t really seen 
much in the way of widespread 
adoption, and you point out in the 
book some of the fundamental flaws 
as far as the human approach to those 
sorts of apps. This Google and Apple 
cryptographic approach—overall, 
was that a win or not? Where do you 
come down on this?

Landau: So, isn’t the right answer, 
“It’s complicated”? We’re looking at a 
disease that spreads easily respirato-
rily and spreads when somebody is 
presymptomatic or even when some-
body is asymptomatic.

I want to go back to something 
that happened in February 2020. Ge-
nentech—the biotech firm—had a 
meeting in Boston in February, and it 
turned out that that conference was a 
super-spreading incident. One person 
there (it might have been more than 
one person that was ill, but it was at 
least one person) was ill and carried 
a particular genetic variant of the dis-
ease. Tracking through genetic finger-
printing showed that there were 100 
people at the meeting who were ex-
posed, got ill, and spread the disease to 
around 245,000 people by November. 

So one can imagine that, if the 
everybody at the Genentech meet-
ing had had the app and then isolated 
upon notice of exposure, the spread 
would have been limited to 100 or 
200 or 300 people. Other people in 
their households might have gotten 
sick, but not more. Because they all 
would have isolated, that would have 

been a tremendous win, and the app 
would have done it.

That’s the positive side of the of 
the app. Now, let me get to the nega-
tive side. Anytime you use a technol-
ogy, you change how the social impact 
works. The three of us—I can see it 
from where I see Lorrie and Bob sit-
ting—are all happily, or at least effec-
tively, working and doing our jobs at 
home. And while the pandemic has 
been disruptive, it has been not ter-
ribly disruptive to our work—as op-
posed to somebody who works in the 
food service industry, or somebody 
who drives a cab, or a bus driver, or 
another low-income essential worker.

Now, what happens if one of the 
three of us gets an exposure notifi-
cation is that we call our doctor or 
public health. We say, “I’ve gotten an 
exposure notification.” They might 
talk to us and say, “Well, where have 
you been?” or they might say, “We 
want you to go get tested, and then 
we want you to go get tested again in 
a week,” or “If it shows up negative to-
day, we still want you to get tested in 
three or four days, and then, if you’re 
still negative, we’ll want you to isolate 
just a bit longer.” 

But the situation will not be terri-
bly disruptive to us. It won’t affect our 
income; it won’t affect our lives–it will 
affect us only in that we don’t go to the 
supermarket. We’ll order in, and 
we can all afford the cost.

For somebody like the people I 
was describing in Chelsea, an expo-
sure notification is very costly. They 
can’t afford to stop working; they es-
pecially can’t afford to stop working 
if the exposure notification is just a 
notification that doesn’t actually end 
up being a case of COVID. For some-
body who works from home, an expo-
sure notification is just a little bit of 
interruption. You can’t walk the dog; 
somebody has to walk the dog for you. 
You can’t go to the market. That’s all.

What you need for the system to 
work effectively is social interven-
tions. In Switzerland, for example, if 
you get an exposure notification and 

public health deems that you should 
isolate, if you can’t work from home 
because your job doesn’t enable you 
to work from home, the Swiss govern-
ment will pay enough of your salary 
for you to afford to stay at home. We 
don’t have that kind of situation here. 

There was a study done by people 
at Harvard that looked at how much 
it would cost if the state of Massachu-
setts did that as public policy, and I 
think it worked out to about US$430 
per person—in other words, less than 
the cost that would be incurred if peo-
ple went to work under an exposure 
notification and then turned out to 
be sick and got other people sick. And 
that’s taking into account the prob-
abilities that the exposure notification 
is nothing more than a notification 
you’ve been exposed, but you don’t 
actually end up ill.

Blakley: So I wanted to go back to 
something you said a minute ago and 
give you a chance to come back to it as 
you said you would. You mentioned 
the possibility of people reporting 
their contact or test status inaccurate-
ly, either through apps or maybe in 
other ways. Do you see the potential 
for essentially malicious false report-
ing? Do you expect that to happen?

Landau: I think the apps are rela-
tively well designed to prevent that, 
in the sense that it’s only a public 
health app run by a public health 
department that can use the Google 
or Apple infrastructure. And you 
can only report that you’ve been di-
agnosed with COVID after you get 
a token from public health to do 
so. There are ways to fool the apps. 
Serge Vaudenay, a researcher at Ecole 
Polytechnique fédérale de Lausanne 
in Europe, has done several papers 
on this; I would characterize [mali-
cious reports] as in the noise.

That isn’t to say they can’t be 
done; there are probably feasible at-
tacks, but we’re looking at a situation 
in which I think we’re now at the 
3 million mark in the United States; 
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I don’t know how much above 
500,000 we are in deaths. So we’re 
not looking at a perfect mathematical 
situation (like “Factor a 2,048-b RSA 
number.”) We’re looking at “What 
are the tradeoffs?” The apps have 
been well developed and well de-
signed in that way. But they’ve been 
designed in a way that doesn’t take 
into account all of the social factors 
of an epidemic.

There was a National Academies 
of Science, Engineering, and Medi-
cine study back in 1993 about the 
social impact of AIDS. It made the 
point that an epidemic is both a 
social and medical phenomenon. I 
was talking a little while ago about 
the whole idea of “The app can pre-
vent me from spreading disease if 
I’m exposed, and it will do so in a 
way that is not particularly socially 
expensive for me to do.” 

But it’ll have a different impact 
on a low-income wage earner who 
can’t afford to stay home, especially 
if the app registers a number of true 
exposures, but those don’t result in 
the people exposed becoming ill, 
and so a person is staying home mul-
tiple times when they’re not actually 
ill. In those situations, there hasn’t 
been a social infrastructure built to 
take care of what happens to those 
people, so the apps are potentially 
negative for those people.

Lessons and Future 
Challenges 
Cranor: So, in thinking about some 
of the lessons that we’ve learned 
from this, the Fort Apache interven-
tion seems to have worked, in part, 
because the contact tracers seem to 
really understand the social struc-
ture of their community. Are there 
lessons for designers of not just 
contact-tracing systems but other 
types of security systems, even corpo-
rate security systems, that that we can 
take from that?

Landau: Of course, and it’s funny, of 
course, for you to be asking me that 

because what you’ve been teaching 
and researching for years is that se-
curity and privacy technology is ul-
timately about people. You have to 
understand people to develop the 
technology well. I don’t know that I’ve 
ever heard you say, “‘Educate the user’ 
is wrong,” but I’ve certainly heard it 
from many people. If your security ad-
vice is “Educate the user,” then you’re 
approaching security and privacy the 
wrong way.

The Google and Apple app in-
frastructure, which is the basis of the 
COVID apps in many of the U.S. states 
and much of Europe, is not actually 
a contact-tracing app infrastruc-
ture. It’s an exposure-notification 
app infrastructure. What Google and 
Apple said, right from the beginning, 
is that their infrastructure was not 
meant to replace contact tracers but 
to supplement their work. However, 
when Google and Apple came up 
with what’s called exposure notifica-
tion express—essentially a template 
for the states to use when building 
their apps (“I will pick a distance of 
6 ft and an exposure of this amount of 
time, and I want this logo on my app 
page”)—it didn’t include the option 
of providing your phone number.

Now, if you’re really interested in 
protecting privacy, you don’t want 
to give the option of providing your 
phone number. But the Irish app, 
which was developed earlier using the 
Google and Apple infrastructure, gave 
users the option of providing a phone 
number at the time that they regis-
tered the app. And what that meant 
was that, when a user was exposed, a 
contact tracer called them. 

The users who didn’t give their 
phone number didn’t get called by 
a contact tracer, so they just got the 
exposure notification on their app 
on their phone. But the ones who 
gave a phone number got called by 
human contact tracer, who then 
said, “First, how are you feeling? I 
think maybe you need to call your 
doctor and go in,” or “First, how 
are you feeling? Okay, I’m going to 

check in tomorrow and see how 
you’re doing. You need to isolate. Is 
getting food a problem? Are you safe 
at home?” Because, of course, some 
people are not safe at home. And an 
app can’t do that; even if an app asks 
those questions, it’s not the same 
follow-up as from a human being.

Cranor: So, taking this a step further 
on lessons, this will, unfortunately, 
not be the last infectious disease that 
that we’re going to have this problem 
for, so some have said that these apps 
that we’ve built now—it’s great that 
we already have them; we can use 
them for the next pandemic! But as 
we’ve discussed, they’re not working 
that well. So what should we be doing 
to get ready for the next time that we 
need this? What should we be doing 
differently with these apps?

Landau: Thank you! That’s in fact 
how I wrote the book. I wrote the 
book saying that, by the time the book 
came out, if all I provided was details 
on how various apps work, the book 
would be out of date from the mo-
ment it left my hand. What I really 
wanted to describe to people is how 
to think about these things. 

The apps have to be used as 
part of a whole public health infra-
structure. So, one: you have to pro-
vide support for people to isolate; 
that is, the government has to do so. 
Two: you have to make sure that the 
exposure-notification data are only 
used for the purpose of exposure no-
tification. In Singapore, which 
uses a centralized system, the Minis-
try of Public Health does get the data 
about who’s been exposed by whom. 
Those data have been used in ar-
rests. You have to make sure that the 
exposure-notification data stay only 
on [public health applications].

You want to bolster the areas 
where people won’t be using the app 
as much—so I described why in the 
book. Black and immigrant commu-
nities might be less interested in the 
app. What happens, when I call up my 
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doctor and say, “I’ve been exposed: 
my app says so,” and the doctor says, 
“Go get a test today, and, if it’s nega-
tive, I still want you to go in three days 
and get a test again,” is that we’re mov-
ing medical resources to me. 

It’s great because I’ve been ex-
posed, and we don’t want me to ex-
pose anybody else; we want to cut off 
that risk of further contagion. But, at 
the same time, we’re putting more re-
sources on my health because I have 
the app. We want to make sure that 
there’s also an equitable use of re-
sources where people are less likely to 
have the app. So yes, I’m saying fund 
public health more.

The apps are useful; I described 
the statistics from the U.K. model-
ing—because the app there is like all of 
the Google and Apple apps: you can’t 
tell exactly who got exposed because 
the data are anonymized; you can’t 
tell if they isolated because the data are 
anonymized. But statistical modeling 
indicates that the U.K. app has pre-
vented hundreds of thousands of 
cases, which is really valuable. 

So the apps are valuable, but you 
have to build them within the con-
text of building public health infra-
structure. We haven’t asked, “How 
does this modify public health? How 
do we then fix it so we have an equi-
table system?” And that was a failure, 
I would say.

Of the computer scientists and 
epidemiologists who were think-
ing about the problem, to begin with, 
they did a great job on privacy. They 
didn’t go to the next level to say, 
“Okay, we’re now modifying the 
public health system. W hat does 
that mean?” They wouldn’t know 
the answer because, of course, they’re 
not public health people. 

But if they come in, and they say, 
“We’re modifying the public health 
system; anybody who uses the app 
will get these resources,” then the 
public health people who think 
about these problems will say, “Ah! 
What this means is… , and there-
fore we need to… .” And that’s what 

we should be thinking about now, 
of course.

Vaccine Passports 
Cranor: So, as we’re starting to get 
people vaccinated, now the talk is 
about vaccine passports, and people 
have been talking about using tech-
nology and privacy-enhancing tech-
nology there. So what do you think 
we should be doing about vaccine 
passports, and is there a role for tech-
nology there?

Landau: I need to be able to show you 
when I go into a theater or a plane or an 
airport or another country that I have 
been vaccinated. And that seems to be 
very much tied to me. With the expo-
sure notification, I just need to know 
that I’ve been exposed. So it’s a different 
kind of tying in. That is, I need to know 
the information that I’ve been exposed, 
but public health doesn’t need to, 
whereas, in the vaccine passport case, 
the theater or the airport or the country 
I’m going into wants to know that it’s 
me who has been vaccinated. 

I’m old enough to remember 
having to carry these little yellow 
booklets that showed that I’d had a 
yellow fever vaccine when traveling 
to certain places. So there, technology 
can make it simpler. I have my little 
COVID vaccine card, but it’s easy to 
make up paper cards that look just like 
the COVID vaccine card; you want 
something that is cryptographically 
secure that can’t be tampered with. 

We all know how to do all those 
things, and it doesn’t have to be anon-
ymous. In fact, it can’t be anonymous. 
So the real question, I think, is a pri-
vacy question of “When should one 
have to show that kind of informa-
tion?” And that’s really a social ques-
tion rather than a technical question.

Cranor: It seems there’s also the re-
lated privacy issue of if I’m letting peo-
ple into a building, and I just want to 
make sure that they’re all vaccinated. 
I actually don’t need to know their 
identities; I just need to know they’re 

vaccinated. So is that a role that cryp-
tography can help us with?

Landau: Sure, and that’s the same 
kind of thing we’ve been do-
ing with identity management since 
I worked on the Liberty protocols 
back in the early 2000s. When I want 
to drink in a bar, I want to prove that 
I’m over 18. I don’t want to show 
when my birthday is. I don’t want to 
show my driver’s license. I just want to 
prove a particular attribute. 

Here, I want the attribute “I’m 
vaccinated,” and there should be a 
way to show that attribute. But some-
how, I have to prove that this digital 
record belongs to me and that it isn’t 
my husband’s phone that I’m using 
to show that I’m vaccinated. So, per-
haps in addition to the verification, a 
photo of me is attached (that is, the 
service provider provides that in pro-
viding proof I’m vaccinated).

Reflections 
Blakley: I’m going to move on to 
our two wrap-up questions, which, 
I hope, are going to become a tradi-
tion. The first question is “What 
are the three or fewer things you’ve 
learned in a career in security and pri-
vacy (and, in your case, public policy) 
that you think the next generation of 
practitioners should remember?”

Landau: One of them I have already 
told you about, which is that it’s really 
all about people and that “educate the 
user” is the wrong way to go about se-
curity. The other is that it’s really hard 
to explain to people why privacy is so 
important. 

I come from a family history that 
has made me very sensitive to priva-
cy, but I’ll actually tell the story of the 
mother of one of my good friends. 
Maybe 10 or 15 years ago, when her 
mother was in her 70s or 80s, they 
were in a shop together, and the 
clerk said, as her mother was paying, 
“What’s your phone number?” 

Her mother rattled off 10 dig-
its, and my friend walked out of 
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the store with her mother and said, 
“That’s not your phone number!” 
And my friend’s mother said, “Ever 
since I was in the internment camps, 
I don’t give out any data I don’t have 
to.” Because her mother was Japanese 
American. And this was the sweetest, 
most friendly, most pleasant woman 
I knew. It was hard to imagine there 
was that edge underneath, but the 
edge was there 50 years after Ameri-
cans had put citizens into internment 
camps during the Second World War. 

So explaining to people the cost 
of lost data—that is, the cost of 
giving away your data—has been 
surprisingly hard. I teach a course 
on privacy, and, by the end of the 
course, boy! The students really 
think about the world differently. 
But I teach 30  kids at a time. That 
doesn’t make a dent in 300 million 
Americans. Thinking about ways to 

get people to understand the costs 
of lost privacy is an important thing. 
And throw out “educate the user 
about security.”

Cranor: Great! So our second wrap- 
up question is “What advice do you 
have for a young person who wants to 
grow up to be like you?”

Landau: Don’t do it! You’ve got to be 
crazy! But, if you want to be crazy in 
this way, if I think about what impacted 
me the most, I read voraciously. I still 
read voraciously. I have read The New 
York Times every day since I was 10 or 
12. I read lots of things, like The New 
Yorker and The Atlantic and so on, but 
I also read literature. 

I’m a scientist. I’m an engineer. But 
I’m very interested in public policy 
and always have been. You don’t learn 
how to write by reading just The New 

York Times, and you certainly don’t 
learn how to write by reading text-
books about security, or about differ-
ential operators, or about semisimple 
rings. You learn to write by reading 
good writing—by reading good lit-
erature. So nonfiction writing—the 
superb nonfiction writing in The New 
Yorker and other places. But it was re-
ally literature that educated me. Read-
ing the sentences of Henry James. 

Understanding about people, 
which you learn from people, but you 
also learn from great literature, and 
those have been my places of great ed-
ucation. I went to a great high school; 
I had good education otherwise, too, 
but reading has been the thing that 
shaped me more than anything else, 
intellectually.

Cranor: That’s wonderful. Thank 
you. 
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