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The international debate on what makes lethal autonomous weapons lawful only focuses on “killer 
robots.” What about cyberweapons? We discuss some possible measures and design principles for lawful 
cyber lethal autonomous weapons.

W hile we should ideally ban 
all lethal weapons, the 

world does not seem to agree. Still, 
there is a broad agreement that the 
choice of the means in international 
warfare is not unlimited. Since the 
first Hague Convention in 1899, 
which prohibited soft-point and 
cross-tipped bullets, several agree-
ments have limited the use of some 
weapons, from the Geneva Con-
vention to the most recent “United 
Nations Convention on Prohibitions 
or Restrictions on the Use of Cer-
tain Conventional Weapons Which 
May Be Deemed to Be Excessively 
Injurious or to Have Indiscriminate 
Effects” [the Convention on Certain 
Conventional Weapons (CCW)].

Recently, a new generation of 
weapons is emerging: lethal autono-
mous weapons (LAWs), applications 
of artificial intelligence to the military, 
aiming at replacing human soldiers by 
systems able to act, react, and combat 
in complex situations. Their lawful 
use is highly debated,1 but the discus-
sion focuses only on their embodi-
ment as “killer robots.”

We argue that the category should 
include cyberweapons: malware/
exploits used by state actors for 

military or intelligence aims, gen-
erally toward other state actors, in 
what is known as cyberwarfare.2 
The North Atlantic Treaty Orga-
nization has recognized last year’s 
cyberattacks as proper military 
attacks able to trigger a full military 
response from its members. So, 
10 years after the article on cyber-
warfare principles by Parks and 
Duggan in this magazine3 and 35 
years after Saltzer and Schroeder’s 
principles on security design,4 we 
would like to reopen the discussion:

What security design principles 
make a lawful cyber lethal autono-
mous weapon (CLAW)?

We believe that sorcerer’s appren-
tice scenarios seem the most likely to 
occur. For example, the NotPetya out-
break that took down several hospitals 
and airports in the United Kingdom 
started by targeting a Ukrainian tax 
accounting software that spread to the 
U.K. subsidiary and then to the coun-
try and the world at large.

We introduce the discussion 
with some concepts that might not 
be familiar to the average computer 
expert: W hat is an lawful lethal 
(conventional) weapon, and what is 
a lethal autonomous weapon? The 
latter concept is particularly impor-
tant to move away from Hollywood 
killer robots to cyberweapons.

What Is a Lawful  
Lethal Weapon?
Weapons of mass destruction aside, 
conventional weapons are mostly 
regulated through the aforemen-
tioned CCW, which includes five 
different protocols banning or 
limiting their use in international 
warfare. To do so, International 
Humanitarian Law (IHL) builds 
upon four fundamental principles, 
limiting the adverse effects of armed 
conflicts:5 humanity, distinction, pro-
portionality, and military necessity. 
These principles translate into the 
obligations, among others, to

■■ always distinguish between mili-
tary targets (legitimate) and civil-
ian targets (illegal)

■■ limit damage to civilian targets 
(“collateral damage”) to an amount 
that is proportional to the military 
advantage the attack can offer

■■ avoid superfluous injuries and 
unnecessary suffering (to military 
and civilian targets alike).

One of the main consequences 
of these principles is that weapons 
that may disproportionately affect 
civilian targets in comparison with 
military targets are supposed to be 
banned (for example, certain cat-
egories of landmines and booby traps).  
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We summarize in Table 1 the proper-
ties motivating each ban along three 
main categories: technical, target, and 
type of damage.

What Is an Autonomous 
Weapon?
Since 2016, the International Commit-
tee of the Red Cross (ICRC) reports 
that the following systems with vary-
ing degrees of autonomy from human 
operators are already being fielded:6

■■ missile- and rocket-defense weapons 
(such as Israel’s Iron Dome)

■■ vehicle “active-protection” weapons 
and anti-personnel “sentry” weapons

■■ sensor-fused munitions, missiles, 
and loitering munitions

■■ torpedoes and encapsulated tor-
pedo mines.

They are generally limited in 
their mobility—either unmoving, 
moving only in preprogrammed 
areas, or endowed in transport sys-
tems piloted by humans. Conse-
quently, they can hardly act without 
a human operator.7

These precursors and also Hol-
lywood movies create the mental 
image for LAWs among the general 
public. As the very name of the 
main organization against LAWs—
“Campaign to Stop Killer Robots”—
shows, autonomous weapons are 
thought of as Terminator movies-like 
machines acting independently of 
human supervisors and moving 
around battlefields through aerial, 
terrestrial, or marine means.

From a more formal perspec-
tive, according to the ICRC, a LAW 

should be able to perform the fol-
lowing actions:

■■ target selection, which includes 
research, detection, identification, 
tracking and selection

■■ target attack, which can include 
the use of force, neutralization, 
damage, or destruction.

Among the autonomous func-
tions that justify their “lethal” des-
ignation are the identification and 
strike of targets. Other definitions 
have been provided by countries 
interested in their development 
(Table 2). France, for example, also 
includes capabilities to define or 
modify objectives during its mis-
sion without human approval as well 
as self-learning.6

Table 1. The main criteria justifying prohibition of weapons in the CCW.

CCW Property Weapon type Motive of prohibition 

I Technical “[...] any weapon the primary effect of 
which is to injure by fragments which in the 
human body escape detection by X-rays”

Causes unnecessary suffering 

II Technical Mines and booby traps (or certain 
subcategories) 

Can continue working even after detonation, 
thus causing damage even after the conflict’s 
conclusion to noncombatant targets 

II Technical Mines and booby traps (or certain 
subcategories) 

May not be self-destructible or 
self-deactivating, thus causing damage 
even after the conflict’s conclusion to 
noncombatant targets 

II Target Mines and booby traps Can have civilian population as its main 
target, even in postconflict situations 

II Target Mines and booby traps Can be indiscriminate, targeting 
combatants and civilians alike 

II Target Mines and booby traps (or certain 
subcategories) 

Can be undetectable in the environment 
it is placed in, thus creating risks for 
the civilian population even after the 
conclusion of the conflict

III Damage Incendiary weapons Seen as indiscriminate and easily affecting 
civilians and/or the environment 

IV Damage Blinding laser weapons Cause unnecessary and superfluous 
permanent damage 

This table describes, for each weapon type, the main criteria listed in the relative protocol behind the weapon ban and the category to 
which each criterion can be attributed (see https://www.icrc.org/en/doc/assets/files/other/icrc_002_0811.pdf).
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Among the worrying “killer 
robot” scenarios is the possibility 
for LAWs to be deployed in swarms, 
potentially exhibiting unprogrammed 
and unexplainable collective behav-
ior.8 At the moment, robotic LAWs 
are likely being developed in the 
United States, China, Turkey, and 
Russia; France and Germany also 
appear to be financing research on 
the topic.

The hearth of the issue is the 
definition of autonomy: interna-
tional law places responsibility 
on humans, but increasing level of 
autonomy complicate the identi-
fication of the legally responsible 
human. During the CCW sessions 
held so far, three hypothetical and 
apparently mutually exclusive sce-
narios have been identified:

1.	 Human in the loop: The LAW 
performs a series of activities 
based on human input and/or 
authorization.

2.	 Human on the loop: The LAW 
performs a series of activities 
under the supervision of a human 
operator, who may override the 
system in case of necessity.

3.	 Human out of the loop: The 
LAW performs a series of activ-
ities independently, without 
the need for human input or 
oversight.9

The human-in-the-loop sce-
nario seems excluded by the very 
definition of LAWs: continuous 

human input and/or authorization 
would make it nonautonomous 
and, by definition, some other 
kind of weapon. The human-on-
the-loop scenario is considered to 
be the most feasible. This model 
risks undermining a LAW’s rapid-
ity of action and reaction (its very 
military advantage) or being mean-
ingless by reducing the human’s 
possibility to override the system 
due to so-called automation bias and 
the difficulties in keeping up with 
LAW processes,10 a phenomenon 
that is well known to operators of 
security operations centers.11,12

The human-out-of-the-loop 
scenario seems out of scope in the 
CCW discussion, given the cur-
rent embodiment of LAWs as “killer 
robots,” which are limited by the physi-
cal supply chain of energy or transpor-
tation: going somewhere physically 
can take hours and requires fuel (or 
electric power). However, this is not 
the case for a CLAW. We believe the 
CCW discussion does not capture the 
specificity of cyber.

All three scenarios—human in 
the loop, human out of the loop, 
and human on the loop (in that 
order)—will take place during the 
CLAW’s lifecycle. Stuxnet’s lifecy-
cle is an illustrative case in point.13

Autonomy for CLAWs
Some moments in a CLAW’s work-
ing process require an input coming 
directly from the human operator: 
the decision to start the system, the 

choice of deploying it to a specific 
mission, or retiring it at the end or 
in case of malfunctioning. These 
actions fall under the human-in-
the-loop scenario.

Then, a considerable number of 
actions (such as reconnaissance, ini-
tial compromise and lateral move-
ment, and target identification and 
selection) will likely be performed 
by (C)LAWs with no human inter-
vention at all and would fall under 
the human-out-of-the-loop scenario. 
Stuxnet’s propagation happened 
without human supervision. This is 
typical of cyber.

Finally, some particularly cru-
cial phases (for example, launching 
or recalling an attack) could be pro-
grammed to require at least a minimal 
level of human supervision and could 
therefore be traced back to the 
human-on-the-loop scenario. The 
retention of some level of human con-
trol in the most critical phases is an 
essential criterion for the lawful use of 
a LAW in conflict (as we will discuss 
for ransomware). In the case of pro-
grams with essentially deterministic 
(or “undo”) effects, the very fact that 
they are programmed might provide 
this notion of on-the-loop scenarios. 
From this perspective, Stuxnet,13 
which has been programmed to act 
on some specific nuclear turbines 
and not just any turbines or find out 
by itself which turbines to attack 
by trial and error (also known as 
machine learning), would map to 
the human-on-the-loop scenario 

Table 2. Country-specific definitions of Autonomy for LAWs. 

Country Definition Source

France Complete weapons whose carrier moves freely, targeting and firing without intervention, 
approval, or human supervision 

23 

Russian 
Federation 

Unmanned technical material that is not munitions and that is designed to carry out 
military and support tasks without any participation of a human operator

23 

United 
States 

System[s] that, once activated, can select and engage targets without further intervention 
by a human operator 

24 
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and therefore to the lawful usage in 
a wartime scenario.

Lethality for CLAWs
The key observation is that lethality 
is just a kinetic, incendiary, or explo-
sive consequence of a conventional 
weapon system. Modern weapons 
such as a torpedo do not even touch 
the ship they sink. The explosion of 

the torpedo just creates a void space 
in the water under the hull. It is the 
suction to fill the void that cracks the 
hull. The same reasoning applies to 
the actions of a cyberattack on the 
targeted cyberphysical system.

A simple example is a malware 
whose primary effect is overheating 
of a lithium-ion battery up to explo-
sion—used in Internet of Things 

systems and smartphones but also 
in manned and unmanned military 
vehicles—which can lead to lethal 
consequences for those placed in the 
vicinity of the concerned systems and 
to further cascading explosions.14 
Another example is the operations 
of locks and dikes.15

Other examples are cyberattacks 
targeting subsystems in charge of 

Table 3. Building principles for lawful CLAWs.

Property Condition Description Purpose 

Technical Absence of 
disrupting 
functionless 
fragments 

The CLAW should not disseminate 
fragments of code that do not 
provide functionalities to the weapon 
itself but can disrupt the execution 
of the target system if invoked by 
chance.

We are back to “unnecessary 
suffering.” The target systems can be 
fully DoSsed or taken over, but the 
malicious code should be purposeful 
in the same way that ROP gadgets 
are. 

Technical Permanent 
self-identification 

Each CLAW should have a fingerprint 
or signature recognizable by its 
own designer, preserved through 
obfuscation or mutations. 

While detectability is not reasonable 
as a criterion for a CLAW, the 
designer should to be able to 
recognize its own to remove it after 
the conflict. 

Technical Eventual 
self-deactivation 

The CLAW should be capable of 
deactivating itself either by the 
system itself (for example, after a 
timeout or by inserting a key) or 
through a command and control 
system. 

Indefinitely operational presence and 
damage might be needed throughout 
the conflict, but the impossibility to 
stop it would be against the principle 
of proportionality and unnecessary 
suffering. 

Target Deterministic 
target (or 
nontarget) 
boundaries

Deterministic target or nontarget 
boundaries for the actual deployment 
of a lethal payload should be 
controlled through algorithmic 
fingerprinting. 

The ability to perform stealth but 
not disruptive propagation across 
the cyberspace might be justified 
by military necessity, whereas 
indiscriminate payload unleashing 
would be against the principle of 
proportionality.

Target Initial validated 
specification for 
learning 

Learning algorithms should start from 
an initial target definition that has 
been validated before deployment. 

Trial and error for target 
identification would be against the 
principle of unnecessary suffering 
and proportionality, so the initial 
definition for a target should be done 
offline. 

Damage Appropriate 
software stack 
position 

The programmed type of damage 
should be at the appropriate point 
of the software/hardware stack to 
achieve the CLAW’s aim. 

This would make it possible to avoid 
collateral damage to components 
(and related cyberphysical systems) 
that is not a consequence of the 
failure of the attacked component. 

Proposed principles that cyber autonomous weapons may need to satisfy to be legally deployed in warfare are obtained starting from 
the features that determined another weapon’s prohibition according to the CCW.
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the situational awareness of air force 
systems (such as flying at a dramati-
cally wrong altitude or with tip up or 
down, or even upside down). Past 
incidents on remotely piloted sys-
tems are often due to programming 
errors16 and can be well replicated 
by cyberattacks reporting wrong 
sensor readings or actuators com-
mands in the way that Stuxnet did.

Spatial misorientation is also a 
source of many incidents among 
crewed systems,17 and even a crewed 
system cannot fight against the soft-
ware trying to make things “right,” as 
the Boeing MAX incidents showed.18 
Such attacks could be launched 
against military systems, but, given 
the close integration between the 
military and civil aviation supply 
chains,19 a not-so-careful cyberat-
tack might down at once both com-
mercial and military jets.

Building Security Principles 
for Lawful CLAWs
Of course, traditional building secu-
rity principles do apply,4,18 but what 
we want to do here is to propose 
building security principles for law-
ful CLAWs. This is way trickier than 
one thinks to avoid falling into the 
realm of the irrelevant.

Consider the principle of distinc-
tion: it establishes the inviolability of 
certain nonmilitary organizations, 
such as the ICRC, but also of medi-
cal buildings and personnel. These 
organizations cannot (well, at least 
should not) be targeted by attacks 
and must carry a distinctive emblem 
(such as the Red Cross or Crescent) 
that cannot be used by military 
forces improperly. Physical armies of 
a country are supposed to always be 
identifiable by wearing a uniform or 
a distinctive sign.

Unfortunately, having a soft-
ware presenting itself as “Hey, I’m a 
malware, I’ll probe your TCP ports 
for buggy services” is a technical 
no-go. Cyberattacks work precisely 
by confusing the target program 
into thinking it is interacting with 

a legitimate client program, rather 
than being attacked.20 Further, 
protocols respond as specified, and 
there is no separate “visual” channel 
to see the red sign painted on the 
roof of an Internet Protocol address 
or a Docker pod. However, the idea 
of recognizing and fingerprinting 
the targets, once control has been 
taken over, is actually possible and 
implemented by several malware 
authors: DarkSide, the malware 
behind the Colonial Pipeline hack, 
or REvil, have a hard-coded do-not-
install list of countries.

The request to be invisible to 
X-rays (the technical measurement 
for unnecessary suffering) cannot 
be mapped to the straightforward 
equivalent of being invisible to pro-
cess monitoring as, again, the whole 
point of cyberattacks is to escape 
process detection.20 Modern attack 
techniques such as return-oriented 
programming (ROP) are based on 
the very idea of using small fragments 
of code that are already present.21

To decide what should be allowed 
and what should be prohibited by 
international treaties, we should 
start with the key functionality of 
a cyberweapon: to eventually pro-
vide stealth control of an IT system, 
for integrity attacks, or disable it, for 
denial-of-service (DoS) attacks.

We tried to sketch positive prin-
ciples in Table 3 based on the crite-
ria that determined a weapon’s ban 
within the framework of the CCW 
and according to the general principles 
of IHL. For example, launching a disk 
encryption attack on military systems 
as done by a ransomware might be a 
lawful CLAW in a conflict, provided 
the attacker holds the key to unlock 
the system. Ransomware where 
nobody has a key would be unlawful.

There is one aspect we haven’t 
tackled so far: the identification 
of the perpetrators of (unlawful)  
CLAW attacks.22 Attributing cyberat-
tacks to state actors even in peace-
ful times is hard. The absence of 
on-the-ground human personnel 

recognizable by identifying signs, 
the possibility of disguising one’s 
location in cyberspace, and the 
presence of human-out-of-the loop 
propagation phases are fundamen-
tal complicating factors.

C yberspace is not among the 
fields of warfare traditionally 

considered by international law, 
and it is unclear which codified or 
customary norms would apply to 
cyberwarfare. With this article we 
would like to kick-start a discus-
sion…before it happens. 
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