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Disinformation and Reflections 
From Usable Security

B y 2019, a number of security professionals 
in my sphere were questioning whether 

combatting misinformation was part of secu-
rity or if it was entirely outside of our core 
area. Perhaps it was best treated as a potential 
application domain for security when comput-
ers happened to be involved, much as politics, 
health, or finance are. I lean toward security 
as a big tent, where many disciplines form 
key parts of the expansive area of cyberse-
curity. This philosophy led me to define the 
area of human-centered security in 19961 as 
very much a part of the core of creating secure 
systems. Today, disinformation is moving 
beyond usability and social media confer-
ences, like the Association for Computing 
Machinery (ACM) CHI, ACM Conference 
on Computer-Supported Cooperative Work 
and Social Computing (CSCW), and Associ-
ation for the Advancement of Artificial Intel-
ligence International Conference on Web 
and Social Media (ICWSM), and starting to 
appear in security conferences such as the 
IEEE Symposium on Security and Privacy,2 
signaling broader agreement that disinforma-
tion research is part of cybersecurity research.

In that same timeframe, at the Annual 
Computer Security Applications Conference 
(ACSAC) in 2019, I was invited to be on a panel 
on “Disinformation and Harmful Messaging,” 
bringing lessons learned from more than 20 
years of usable security to the then-emerging 
area of combatting disinformation. This edito-
rial looks back at those early insights and adds 
some current reflections in the light of the 
state of disinformation research, particularly 
as it relates to cybersecurity.

My first lesson in 2019 was about mis-
information. Disinformation is (in theory) 
distinct from misinformation since disin-
formation involves malicious intent, while 
misinformation does not. I personally find 

these definitions slippery since misinfor-
mation can be used as disinformation. I’m a 
bit unclear on the converse, whether disin-
formation relayed without malicious intent 
is misinformation. 

When I was young, I noticed that a close fam-
ily member got their news from Weekly World 
News (“The World’s Only Reliable News”10). 
With cover headlines spanning “Bat Child 
Found in Cave!” to (after transitioning from 
paper to an online website) “Obama Appoints 
Martian Ambassador!”, “Flying Cats Terrorize 
West Virginia!”, and “Wife Shrinks Cheating 
Husband!”, the tabloid published sensational-
ized, mostly fictional “news.” I could never tell 
what my relative thought of this news source; 
they did not treat it as a joke, nor did they go out 
of their way to proclaim its truth. I’m sorry now 
that I never thought to ask about their opinion.

The lesson on misinformation was that 
people will not only go out of their way to read 
it but will pay money to do so (at least, they did 
back when it was in paper form). This shows 
that, in at least some cases, simply identify-
ing misinformation would not be a sufficient 
basis for countering disinformation. Facebook 
seems to have learned that early on, switch-
ing from identifying misinformation with a 
“disputed” flag. It transitioned from that sim-
ple identification of disputed information to a 
pointer to related articles. These related articles 
were meant to debunk or counter the disputed 
posts. Presumably, the “disputed” flags alone 
did not change the Facebook click-throughs 
in the way they were meant to.

The “disputed” flag was meant to be a 
disinformation warning, and there has been 
much research on the effectiveness of secu-
rity warnings in the usable security area. 
Research on Transport Layer Security (TLS) 
website authentication warnings showed 
that the majority of users ignored them.3,4 At 
the time, most technical errors were either 
intentional (server self-signed certificates) 
or common human administration errors 
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(allowing server certificate expira-
tion). These false-positive security 
warnings caused habituation; users 
got used to them being wrong and 
clicked on through. 

Later warning research looked at 
phishing warnings, a different class 
expected to have a substantially lower 
false-positive rate. This increased 
likelihood of a true positive allowed 
browser vendors to design those as 
“active warnings”—interstitials that 
interrupt the user’s task. They also gave 
the user choices, made recommenda-
tions, and failed safely. Research found 
that substantially more participants 
heeded those compared to the previ-
ously passive warnings (about phish-
ing sites) that were easily dismissed.

Disinformation researchers recently 
built on these usable security warning 
lessons, examining both contextual 
and interstitial disinformation warn-
ings in the context of a simulated 
search task.5 The interstitial warn-
ings had a strong effect on user behav-
ior. The researchers also looked at 
any effect that informative warnings 
have (versus uninformative warn-
ings) and any effect that better con-
veying a risk of harm might have, but 
neither showed evidence of changing 
user behavior in the study. In contrast, 
research studying user-report  ed inten-
tion in the face of behavioral nudges 
on accuracy found that participants’ 
reported intention to share is impacted 
by when they are provided with an 
accuracy assessment and rationale.6

These two studies show a con-
trast in the research tasks chosen to 
study the potential impact of disin-
formation interventions, both using 
crowd workers. One constructs a 

cover task to study the actions taken 
(or not), while the other explicitly 
asks about how participants would 
intend to act in a constructed sce-
nario. The contrasting results may 
be due to contrasting approaches 
(informative warnings versus accu-
racy nudges) or the method of study 
(cover task with action versus a ques-
tion about future intent).

Looking at security warning re -
search for other potential direc-
tions for disinformation warnings 
(beyond being certain of what 
you’re warning about), early stud-
ies in Chrome malware warnings 
found that users heeded warnings 
about sites they had not visited but 
were unpredictable for warnings 
about sites they had visited. When 
surveyed, users said that they trust 
high-reputation sites more than mal-
ware warnings. Subsequent work on 
the visual design of those warnings 
ensuring that they promoted the 
safe choice increased their impact 
(by reducing the percentage of users 
who made the unsafe choice).

Thus, the specifics of both the 
visual and content design of disin-
formation warnings and nudges may 
change outcomes. In addition, the 
(perceived) provenance of disinfor-
mation and who has been sharing it 
may also vary the user response to 
warnings (much like the site being 
warned about a changed user response 
to malware warnings). Based on these 
security warning lessons, perceived 
provenance (of both disinformation 
and warnings) and how that might 
impact the belief in and sharing of 
disinformation is another potentially 
fruitful area of study.
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A question that is often consid-
ered in usable security studies is how 
such security features or defenses 
fare when they are the target of 
an attack. We should look more 
broadly at the disinformation eco-
system to consider the responses 
if warnings and nudges (or other 
forms of moderation of disinforma-
tion content) are effective. Current 
disinformation research is looking 
at the impact of deplatforming and 
platform migration.7 

I suggest that, instead of silenc-
ing or moving disinformation, effec-
tive warnings might themselves be 
the subject of an attack or subver-
sion. Research could consider how 
the trust or assurance in disinforma-
tion warnings might be subverted. 
Extending the analogies from usable 
security research, potential attacks 
on effective counterdisinformation 
measures that should be studied 
include disinformation campaigns 
against the warnings themselves, 
attacks on the data sources or tech-
nical processes creating the warn-
ings, and spoofing warnings to 
produce habituation.

The evolution of antiphishing 
research and defenses provides us 
with a good example from usable 
security that illustrates the follow-
ing lesson: mature security systems 
are not designed to rely on consis-
tently omniscient user actions as a 
single line of defense. Early anti-
phishing defenses explored ways 
to help the user detect phishing 
attacks (transitioning such detec-
tion to technical measures). Sub-
sequent spear phishing attacks 
targeted their audience more pre-
cisely, with a different look and feel 
than broader phishing campaigns, 
making them harder to detect (and 
avoid). System design and deploy-
ment progressed from the detec-
tion of phishing attacks to include 
additional defenses on authentica-
tion beyond the stealable and reus-
able password. Such authentication 
checks included checking that the 

browser instance was previously used, 
that the request was from a geographi-
cally viable IP address, and the num-
ber of active sessions (an old measure 
and a weak signal at best). Tech-
nologies, such as security keys, could 
block account takeover entirely when 
administered with a policy guard-
ing against fallback method take-
overs as well.11 

What lessons about disinforma-
tion might we consider from the 
phishing defense arc I have outlined? 
Broadly, while specific defenses against 
misinformation are currently being 
individually researched, tested, and 
tried, a robust defense is likely to 
require a full-system approach in the 
near term, with both human-centered 
and technical defenses, in a layered 
fashion. Such defenses already are 
likely in use on social media plat-
forms that have policies against dis-
information of certain types. 

More specifically, in phishing, 
credentials are the near-term object 
but only as a means to the end of 
another action, such as an account 
takeover. In disinformation, atten-
tion is the near-term object as a 
means to the end of mind share or 
influence. It is the social media (or 
web) technology, including “the 
algorithm” for determining atten-
tion and human affordances that 
feed into that algorithm, that is being 
leveraged for that human attention. 
How all of that produces influence 
on specific human targets is an area 
of research the needs to be tied to 
attention research. 

Such full-system research should 
have greater ecological validity that 
encompasses specific system features 
as well as a combination of defenses. 
Modeling or simulation might enable 
the testing of alternative combi-
nations of defenses. As with other 
cybersecurity research, testing attacks 
directly on disinformation protec-
tions should be considered. Would 
“spear disinformation” generated 
by humans or artificial intelligence 
(AI) subvert the protections that 

involve the human in the loop or 
other technical defenses identify-
ing misinformation?

The ability to research and test 
disinformation defenses in a rigor-
ous and repeatable fashion is nec-
essary to these research directions. 
Such testing in the usable security 
field took off in the area of passwords 
when a data set of ecologically valid 
passwords was leaked and made 
available to researchers.12  

Data sets with both ground truth 
and ecological validity are hard to 
come by in the area of misinforma-
tion. Conferences relying heavily 
on data-driven AI analysis, such as 
ICWSM, are encouraging their avail-
ability through a track dedicated 
to such data sets. Platforms such as 
Twitter make available data that can 
be used as the ground truth in testing 
through lists, such as their account 
takedowns. Another challenge to 
such testing is constructing tests that 
involve humans and are ethical,8 con-
trolled, and suitably realistic. 

A challenge specific to disinfor-
mation is including the right social 
(or sociological) context in such 
tests since many campaigns of inter-
est are targeted at a specific popu-
lation. As with studies of usable 
security for information security 
workers (see our special issue in 
January/February 2023, call for 
papers at https://www.computer.
org/digital-library/magazines/
sp/cfp-usable-security-workers), 
getting the cultural context and 
interactions right may impact the 
utility of the particular hypothesis 
being tested. While the use of behav-
ioral, psychological, and sociological 
models holds promise for emulat-
ing or simulating responses to dis-
information [see, for instance, the 
Social, Cultural, and Behavioral Mod-
eling conference (SBP-BRiMS)] and 
its counters, current limitations make 
this an uncompelling substitute for 
field experiments.

Coming back around to the 
(somewhat slippery) definitions 
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of misinformation and disinforma-
tion I began with, the requirements 
that will lead to data sets combin-
ing ecological validity with ground 
truth are similarly fluid. The cur-
rent gold standard is a post hoc 
ground truth determined from a 
data set “in the wild.” For exam-
ple, lists from platforms of account 
takedowns related to a topic (such 
as medical misinformation in the 
COVID pandemic) are combined 
with archived content on that nar-
rative to find communications on 
that topic, allowing an analysis of 
the technical or human ability to 
identify disinformation or influen-
tial malicious actors.9 

More targeted data sets may be 
used to evaluate the specific technolo-
gies used in disinformation, such as 
detecting bots or deepfakes, and deter-
mining what aspects of memes are 
related to them going viral. While 
bots and deepfakes are, by definition, 
“false” or synthetic, disinformation 
campaigns and memes may include 
information that is not factually false 
but meant to shift opinion into chan-
nels contradictory to those otherwise 
promoted by a full and fair consider-
ation of the topic or those that pro-
mote malicious actions. They share 
some overlap with intimidation tech-
niques, such as doxing.

Thus, a synthetic data set with 
ecological validity for full-feature 
disinformation testing would, in 
theory, need to both move a specific 
type of target audience and respond 
to potential countermoves in a 
fashion realistic enough to analyze 
the impact of those countermoves. 
Defining and using ecologically 
valid data sets that can be engaged 
with through analysis and action by 
technology and humans is a large 
research challenge in disinforma-
tion research, requiring skills from a 
range of disciplines. 

Much as with usable security in 
2005 (when the Symposium 

on Usable Privacy and Security began), 
I believe that the very diverse com-
munity of researchers involved in 
disinformation, security, usability, 
sociology, and policy would ben-
efit from a space to call their own, 
come together, share research on 
the more cross-cutting aspects of 
their work (which can be a diffi-
cult fit in conferences dedicated to 
a single discipline), and encourage 
work on the methodology aspects 
that need the most progress. In 
the meantime, those of us involved 
in conference, journal, and maga-
zine reviews of submissions, such 
as this one, should welcome such 
cross-cutting work to increase its 
reach and impact. 
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