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Abstract—The term “digital twin” (DT) has become a key theme of the cyber-physical systems
(CPSs) area, while remaining vaguely defined as a virtual replica of an entity. This article
identifies DT characteristics essential for enhancing CPS security and discusses indicators to
evaluate them.

DIGITAL TWINS are considered to be a key
enabler for future industrial automation technolo-
gies. Driven by Industry 4.0 and “Factory of
the Future” initiatives, digital twins (DTs) have
evolved from highly specialized aerospace appli-
cations to a wide variety of domains, including
manufacturing, energy, and transportation.

The interpretation of the DT concept varies
among researchers [1]: some understand it as
a digital representation based on a data-driven
solution or simulation; others consider it to be a
composition of physical models of interdependent
components that use input data from the real
world to reflect the system’s current state or
forecast its future behavior. In the past few years,
numerous DT applications have appeared in liter-
ature, some of which were even further developed
and released as a product for market use. Exam-
ples of how DTs are currently applied in practice
include: machine learning models, asset-related
data objects (à la asset administration shell),
backends for IoT devices (e.g., Eclipse Ditto),
virtual testing solutions, and detection algorithms
for abnormalities (as presented, for instance, by
Jiang et al. [2]). While recent surveys on the state
of DT research and technology adoption (e.g., [1],
[3], [4]) attempt to consolidate existing definitions

and clarify the characteristics of DTs, they do
not consider the use of this concept for security
applications.

The capabilities promised by existing imple-
mentations of the DT concept raise the question
of how such virtual replicas of cyber-physical
systems (CPSs) can also be used for security-
enhancing purposes. The absence of a classi-
fication system makes it difficult to recognize
the potential of security-enhancing digital twins
(SEDTs) and to compare with existing solution
proposals, especially if “digital twin” is used
as an umbrella term for various CPS-focused
security mechanisms. This gap in the literature
hinders progress, as misinterpretation may arise
if the proposed SEDT solutions do not clearly
state the key characteristics and advantages com-
pared to existing security concepts. Moreover, a
consistent vocabulary and common view on the
components cannot be established without a sys-
tematic classification of characteristics. Overall,
the current body of research gives rise to the
following questions:
● What are the promised advantages of SEDTs

for improving the security of CPSs?
● How do SEDTs differ from established se-

curity concepts and approaches?
● What are the characteristics of SEDTs and
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how can they be evaluated?
● What are the current challenges and barriers

faced by the CPS security community when
developing SEDTs?

The remainder of this article addresses each
of the above questions to provide a source of
reference for future research on SEDTs.

Glossary of Terms & Related Concepts

Cyber-physical system (CPS): A CPS employs com-
puting elements and interacts with the real world by
means of sensors and actuators.

Cyber range: A cyber range is a security testbed
used for training and testing purposes.

Data-driven model: A data-driven model is derived
from previously collected data samples, for example,
by using machine learning methods.

Deception technology: Deception technologies, such
as honeypots, are systems set up as decoys to detect
and study cyberattacks.

Emulation: An emulation mimics the inner workings
of a system with the objective of substituting it in
some analysis or test scenario.

Hardware-in-the-loop (HIL): A HIL test setup con-
sists of the real hardware of the embedded system
under test and a simulated environment featuring the
dynamics of the studied CPS.

Physical model: A physical model (often also re-
ferred to as a plant model) is a mathematical repre-
sentation of physical system behavior.

Simulation: A simulation models the behavior of a
system or phenomenon for analysis purposes.

Software-in-the-loop (SIL): A SIL setup enables
the testing of embedded software under simulated
conditions as generated by the plant model.

Promised Advantages of SEDTs
Fig. 1 illustrates potential elements of a DT

and its physical counterpart using the example
of an industrial mixing system, which is part of
an industrial control system (ICS) employed at
a chemical production site. As shown, a DT can
be implemented by means of simulations, emu-
lations, and data-driven models or a combination
thereof. Since the concrete implementation of the
DT depends on the use case of interest, Fig. 1
displays merely a collection of components that
may appear in some form or another.

SEDTs that are specifically designed to im-
prove CPS security have various applications that
boil down to one overarching benefit: they allow
users to gain a deeper understanding of the past,

present, or future system behavior without the
risk of causing operational disruption or physical
damage.

Security Use Cases of SEDTs
In the following, we briefly describe those

cybersecurity application areas where we consider
that the usage of an SEDT yields the greatest
benefit in the context of CPS security.
Security Analysis and Risk Assessment. SEDTs
can benefit security analyses, as attack scenarios
(including potential cascading and mutually am-
plifying effects) can be explored without affect-
ing the normal operation of the real system. As
such, they enable users to explore hypothetical
scenarios featuring threats and countermeasures
on the virtual network, system, and application
layers, while the resulting negative and positive
effects can be observed on the field level via the
integrated physics-based or data-driven model(s).
Moreover, an SEDT can assist in estimating the
loss probability by determining the attacker’s suc-
cess paths. It can also be used to expose experts
and decision makers to worst-case scenarios when
forming their judgments on loss severity.
Security Testing and Certification. An SEDT,
which includes relevant security mechanisms of
a real system and can emulate behavior under
real attacks, allows security analysts to routinely
perform penetration testing and other forms of
security testing without affecting the real sys-
tems. Furthermore, such SEDTs might be used to
support security- and safety-related certification
activities by acting as a surrogate to demonstrate
the CPS’s robustness against adverse events.
Training. Using SEDTs for training might offer
flexibility and a sufficient level of realism, possi-
bly making security exercises more effective and
rewarding for the trainee. SEDTs have the added
benefit of showing trainees the direct effects of
security controls on a virtual representation of the
system under consideration (e.g., via full system
and network emulation).
Forensics. SEDTs offer the ability to analyze
events without the risk of tampering with the real
systems and available evidence [5]. Furthermore,
they provide a wealth of information (e.g., trace
data, execution history, states of the physical
system) to support forensic analysis and allow
for preserving systems beyond their lifetime. As
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Figure 1. Schematic structure of an automated industrial mixing process as an example of a CPS and its
corresponding DT. Note: A concrete DT implementation may comprise a mix of the elements presented
(depending on the security use case of interest) and the labels used in the illustration only indicate the
general scope (e.g., control logic, SCADA software, and HMI software are all subsumed under “program
logic”). Furthermore, real systems and peripheral devices may also be connected to the DT to address certain
constraints such as emulator limitations.

a result, an incident could be discovered and
investigated (with limitations) after the system
has been modified (or even decommissioned).

Intrusion Detection. Comparing the behavior
of an SEDT with that of its physical counter-
part further opens up the possibility of detecting
intrusions. Behavior-specification-based intrusion
detection systems (IDSs) rest upon a formal spec-
ification of legitimate behavior, which typically
requires significant effort to create [6]. An SEDT,
which is an instantiation of a specification, does
not ease this burden, especially since its scope
is extended to cover the network, system, logic,
and physics layers. However, the multi-layered
feature of an SEDT yields more audit material
than existing IDSs of this class, which typically
collect either host-based or network-based data.
In the context of behavior-based intrusion detec-
tion, SEDTs can also be used for data generation
purposes as an alternative to gathering data from
the real CPS. This will not only provide greater
flexibility in data acquisition but also ensure that
potential intrusions are not already present in
the training data (in case supervised learning is
applied). SEDTs can also illustrate anomalous
behavior by reacting to simulated cyberattacks
and common system faults to complement data
reflecting normal behavior.

Response. Once an intrusion has been detected,
SEDTs can help to perform root-cause analysis
and support the planning of a reactive response in

order to minimize the attack impact and recover
from the effects of a compromise. This can be
achieved by simulating similar threats against
SEDTs and testing possible countermeasures to
assess their effectiveness as well as their effects
on the physical process.
Deception. The components developed in the
course of SEDT creation might be reused to run
a honeypot alongside other systems as part of the
real CPS. Since an SEDT is normally designed
to closely replicate the behavior of its physical
counterpart, its application as a honeypot could
yield a high level of interaction and realism.
Patch Management. SEDTs can support patch
management by providing the means to test
patches on virtual replicas without disrupting or
endangering real systems [7].

Key Differences from Existing Security
Approaches

The previously described security applications
of SEDTs are inspired by existing concepts that
are backed by an extensive body of research. This
naturally raises the question of what unique as-
pects are actually offered by SEDTs. We therefore
highlight the anticipated capabilities of SEDTs in
comparison to established security approaches.
Security Testbeds and Cyber Ranges. SEDTs,
as purely software-based solutions, provide a
cost-efficient alternative to cyber ranges that in-
tegrate physical elements, provided that proper
tools to generate and operate them are available.
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Specifically, the procurement and provisioning
for hardware-based environments typically entail
considerable costs. Furthermore, even after ramp-
up, (semi-)physical testbeds demand manual ef-
fort to manage devices (e.g., modify setups, tear
down after test execution). Uncontrolled failures
may also lead to damaged equipment, incurring
additional expenses.
Software-in-the-loop (SIL). We view the SEDT
as a more capable solution that goes beyond
functional testing of a CPS as it provides the
means to study the behavior of the system under
unintended adverse conditions while considering
feedback from the real-world environment.
Security Modeling Tools. SEDTs may transform
the fragmented security solution landscape, which
is characterized by information silos that emerged
with the proliferation of individual, custom-built
(sub-)models for security analysis. The assess-
ment scope of security analysis tools is typically
limited to specific parts of the CPS, and the
employed information models are often stored in
proprietary formats, leading to isolated consider-
ation of security aspects. The SEDT, as a unified
virtual representation of the CPS, connects multi-
ple models to support security analyses from dif-
ferent perspectives. This advantageous trait also
enables “security by design” for CPSs: an SEDT
can exist already in the early phases of the CPS
lifecycle, even before the real system is built, and
thereby inform engineers about security-relevant
issues. As the CPS evolves throughout its lifecy-
cle, the SEDT functions as a digital companion
to support continuous security upgrades.
Data-Driven Models. It is worth noting that the
DT, in general, is often understood as a data-
driven model constructed with data collected from
real-world objects [1], [4]. In contrast to this po-
sition, we adopt the “classical” perspective of the
DT concept, which does not restrict DTs to pure
data-driven models but rather embraces an inte-
grated approach that combines them with physics-
based models and system models (as originally
envisaged by NASA [8]). While SEDTs certainly
build upon historical and real-time data coming
from the CPS, their method of construction is
typically not limited to machine learning algo-
rithms and may also include system emulation,
network simulation/emulation, models of control
logic, and physics-based models (cf. Fig. 1).

Deception Technology. When SEDTs are specifi-
cally designed to function as a form of deception,
there will be a high degree of technological
overlap with high-interactive honeypot systems,
as the SEDTs should be barely distinguishable
from real systems in order to deceive attackers.
One advantage of SEDTs is that they may facil-
itate the combination of deception and moving
target defense (MTD) approaches by support-
ing dynamic changes to the virtual environment,
aiming to interfere with the attacker’s efforts to
identify decoys. However, an SEDT used as a
decoy should not have a bidirectional connec-
tion (or unidirectional connection DT → CPS)
to avoid any negative “spillover” from an attack.
Moreover, precaution must be taken when using
SEDTs as decoys since they may disclose valu-
able information about the actual systems.

Characteristics of SEDTs
Existing scholarly and professional publica-

tions on the characteristics of DTs lack a thor-
ough consideration of the requirements needed
to implement security-enhancing use cases. To
address this gap, we have co-organized a Dagstuhl
seminar [9] on DTs for CPS Security. The taxon-
omy presented in Figure 2 was derived through
workshop-style discussions on the requirements
of the described security-related purposes in ad-
dition to a systematic analysis of the general
characteristics of DTs (e.g., [4], [3], [10]). The
introduced taxonomy describes the characteristics
of SEDTs in a structured manner and enables the
classification of future DT-based security solution
proposals. Based on this, we offer suggestions for
qualitative and quantitative indicators to evaluate
the proposed characteristics, aiming to provide a
starting point for a fair comparison among SEDT
solutions.

Fidelity [C1]–[C8]
The term fidelity is loosely used in the mod-

eling and simulation community to refer to the
“level of detail” of a simulation, yet a widely
agreed and clear definition is missing [11]. In the
context of SEDTs, the understanding of this term
is correspondingly vague: the fidelity of an SEDT
refers to how closely it resembles its physical
counterpart. We argue that the lack of clarity
about fidelity hampers the adoption of the DT
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concept, as misunderstandings may already arise
during requirements engineering and propagate
to subsequent phases. Furthermore, this obscure
definition inhibits the measurement of fidelity,
which is necessary to assess the suitability for
purpose [11]. To narrow the room for interpreta-
tion, Roza et al. [12] proposed fidelity concepts
that decompose the notion of fidelity into more
concrete elements, and thereby provide a clearer
sense of this term.

Before we introduce our notion of DT fidelity,
we want to direct the reader’s attention to the
following important issues raised by Roza et
al. [12]: First, fidelity is measured by comparing
the virtual replica to the perceived real-world
counterpart. Naturally, the perception of reality
is incomplete at best and flawed at worst. Sec-
ond, comparing observable properties of the real
system can only be indicative of how well the
data points are replicated (by the DT), not how
well the actual behavior is reflected. Third, such
virtual replicas may be employed at a stage where
the real system is still in development or com-
pletely non-existent, making data collection for
fidelity measurement infeasible. Roza et al. [12]
addressed these issues by introducing the concept
of a fidelity referent, which can be understood
as a description of knowledge that approximates
reality. Such specifications offer a pragmatic basis
for fidelity measurement.

In the following, we build upon the fidelity
concepts of Roza et al. [12] and adapt them to the
context of DTs (and, more specifically, SEDTs):
Model Resolution [C1–C2] comprises the com-
pleteness and abstraction level of the SEDT.

Completeness [C1] is a measure of how ex-
haustive in breadth the CPS is virtually replicated.
In the system-of-systems context, this character-
istic indicates the extent of the CPS for which
SEDTs exist. For instance, in an isolated view
that is strictly limited to computer systems, a
complete SEDT of an ICS would be composed
of a set of SEDTs, where each member corre-
sponds to one system employed as part of the real
ICS. Due to the physical dimension, defining full
completeness, let alone achieving it, is infeasi-
ble. Nevertheless, the completeness of an SEDT
(also taking the physical system into account)
can be evaluated with respect to a referent that
specifies the physical properties that would have
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Figure 2. Characteristics of security-enhancing digi-
tal twins.

to be modeled for achieving the desired security
purpose.

The degree of abstraction of an SEDT [C2]
is influenced by its “depth” (i.e., detail). The
spectrum of abstraction relates to several levels
in which CPSs function. On the computer system
level, this may take the form of a simulated
model of computation (e.g., Petri net), a simulated
system model (e.g., based on a SysML model),
or full system emulation (e.g., via QEMU). Sim-
ilarly, on the network level, simulating communi-
cation networks will yield a higher degree of ab-
straction than fully emulating the network stack.
Opting for reduced computational complexity in
lieu of lower abstraction by employing a reduced-
order model as an approximation to the full-order
model is an example for the physical level.
Relevance to Security Use Cases. The required
completeness [C1] of the SEDT primarily de-
pends upon the purpose and scope of the security
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use case(s), which determine the computer sys-
tems, physical processes, network infrastructure,
etc. that need to be covered.

Similarly, the requirements relating to the
abstraction level [C2] strongly depend on the
chosen security use case, as well as the scope and
purpose of evaluation. For instance, determining
attack scenarios and assessing their effects may
not require a low level of abstraction since attack
simulations on system models are presumably
sufficient to understand potential attack paths and
consequences. On the other hand, conducting
threat hunting or investigating the attack paths
in play during an incident in order to find the
next pivot action that is likely to be taken by
adversaries will necessitate a more detailed emu-
lation of systems. In addition, SEDTs deployed as
decoys must provide a high level of interaction,
which is governed by the degree of abstraction, in
order to avoid identification as honeypots. How-
ever, low abstraction may not necessarily imply
equivalent utility across all security use cases.
For example, an SEDT with low abstraction used
as a basis for an IDS may not directly lead to
increased detection performance. The reason for
this is that less detail (i.e., higher abstraction
level) may result in greater robustness in terms
of sensitivity and fewer synchronization errors.
Indicator Considerations. Completeness [C1] can
be measured as the proportion of the covered CPS
components and physical properties of the real
systems, which are required for the intended se-
curity purpose. On the other hand, the abstraction
level [C2] can be measured by gauging which
details have been left out (or generalized) with
respect to a referent.
Exemplary Sources. Suggested sources for creat-
ing a referent are engineering artifacts detailing
the plant topology (i.e., structure of system re-
sources and communication networks) to cover
the digital elements of the CPS, whereas infor-
mation about the physical part can be obtained
from the specification of theoretical knowledge
about the physical phenomenon and empirical
data collected from the physical system.
Accuracy [C3] describes how close an observed
property of an SEDT is to the observed property
of the real system (or the true value, if it is
known). An SEDT with high accuracy would
produce the same outputs as the CPS when pre-

sented with the same inputs and environmental
conditions. If accuracy decreases below a certain
threshold, the SEDT may not be considered a
twin anymore.
Relevance to Security Use Cases. Using an SEDT
as a form of deception is the only security purpose
where accuracy can be sacrificed for practicality.
High levels of accuracy are a must-have require-
ment for the other security application areas,
where defenders consuming the outputs produced
by SEDT heavily rely on the accuracy of results
to make well-informed decisions. For example,
the IDS performance (i.e., measured in terms of
false positive/negative rates) is heavily influenced
by the accuracy of the underlying SEDT.
Indicator Considerations. Accuracy can be ex-
pressed in quantitative terms using classical error
measures, such as absolute error and relative
error.
Exemplary Sources. A referent may be sourced
from empirical knowledge or from subject matter
experts who specify referent data points.
Precision [C4] refers to the degree of exact-
ness, in terms of the resolution or granularity
of representation, of the outputs or results pro-
duced by an SEDT. The concrete manifestation
of precision depends on the type and format of
the considered output values. In the most basic
case, this can be the arithmetic precision of a
numeric value. Limited precision may be caused
by the SEDT’s level of abstraction, inherent short-
comings of its implementation, or even deliber-
ately accepted with the intention of increasing
efficiency. For instance, round-off errors are a
natural consequence of finite arithmetic applied in
numerical computation, whereas simplifications
in mathematical calculations are made to improve
the performance, possibly at the cost of lower
precision.
Relevance to Security Use Cases. Low-precision
computation can have negative effects on the
accuracy of the SEDT. In particular, less precise
output values may introduce or amplify errors
along the SEDT execution path, undermining the
utility of analysis outcomes. However, for certain
use cases (e.g., deception), the resulting accuracy
drop may be acceptable.
Indicator Considerations. In numerical analysis,
a quantitative indicator of precision is given by
the total number of significant digits. For non-
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numeric outputs, qualitative indicators can be
established and checked against referent knowl-
edge. For example, consider precision as it per-
tains to network communication: simulating every
individual network packet would yield higher
granularity than flow-level simulation—yet at the
cost of greater computational effort.
Exemplary Sources. The precision of the CPS’s
computer systems can serve as a baseline for
the corresponding models used as part of the
SEDTs. Approximating physics necessitates care-
ful consideration of various parameters, such as
modeling approach, phenomena to be studied, and
computing environment.
Sensitivity [C5] indicates how an SEDT’s behav-
ior is affected by internal or external input inaccu-
racies. High sensitivity can negatively affect the
execution of SEDTs in all modes of operation.
Normally, the SEDT setup consists of multiple
instances that interact with each other; hence,
output errors may propagate in an uncontrolled
way and accumulate throughout the execution
process. Furthermore, additional sources of error
can emerge when SEDTs are synchronized with
their physical counterparts, as the real-world data
is often noisy and may be incomplete.
Relevance to Security Use Cases. Sensitivity has a
direct influence on those security use cases where
interaction among SEDTs exists (e.g., via I/Os) or
SEDTs are synchronized with their corresponding
real systems.
Indicator Considerations. Sensitivity can be stud-
ied in a standalone setting or with respect to
the CPS (or referent). In the former case, gen-
eral practices can be borrowed from the field
of sensitivity analysis, whereas indicators of the
latter category are obtained by measuring the
error in output values in terms of the deviation
from the benign, real system in different modes
of operation (e.g., accumulated error through the
execution of one or multiple SEDTs).
Exemplary Sources. The input/output behavior of
the CPS, provided that it exists and proper test
conditions can be established, may serve as a
primary source for the specification of relevant
referent knowledge.
Timing [C6]–[C7] expresses how the state of
an SEDT advances in relation to its physical
counterpart. This characteristic can be further
subdivided into timing configurations of SEDTs,

viz., real-time and dynamic. To run an SEDT
synchronous to the corresponding real system,
real-time support [C6] is required, meaning that
it is executed in discrete time with a constant step
size sufficiently approximating the continuous
behavior of the physical counterpart. In order to
achieve this, the SEDT should advance at least
at the same rate as the computationally-enabled
components of the CPS. The possibility to (dy-
namically) accelerate or decelerate the execution
of the SEDT [C7] can also be important for
certain use cases, such as predictive analysis.
Relevance to Security Use Cases. As indicated
above, real-time support is mandatory for those
security use cases that require the SEDT to be
synchronized with its counterpart (e.g., intrusion
detection, forensics) or if it must perform at the
same rate as the actual system (e.g., security
testing, training, deception, patch management).
The support of dynamic temporal resolution, on
the other hand, may enable a forward-looking
perspective on how the state of the corresponding
system might evolve over time after a certain
activity has been performed (e.g., implementation
of countermeasures to respond to a detected in-
trusion).
Indicator Considerations. The real-time charac-
teristic [C6] of an SEDT can be classified and
measured in the same way as real-time systems.
Timing analysis may be conducted to assess,
inter alia, latency and jitter, aiming to determine
if it can be guaranteed that deadlines are met.
Indicators for dynamic timing [C7] can be both
qualitative and quantitative:

● Feature-wise, to describe key qualities of the
functionality provided (e.g., time resolution
and speed adjustments, single stepping, condi-
tional breakpoints).
● Accuracy-wise, as a proxy measure, to deter-

mine how accurate the results of the execution
with variable control over steps are.

Exemplary Sources. Information for the referent
may come from specified time requirements with
respect to the task execution of control devices
being used in the CPS (e.g., cycle times, jitter
tolerance).
Capacity [C8] relates to the performance of
an SEDT implementation. This characteristic is
influenced by the hardware and software used to
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run SEDTs and dictates, for example, the number
of instances that can be executed on a given node
at the same time.
Relevance to Security Use Cases. As is the case
with completeness [C1], capacity requirements
are mainly driven by the security use case of inter-
est and the CPS at hand (e.g., runtime overhead
caused by virtually replicating the control level
and field level).
Indicator Considerations. Capacity can be de-
termined by measuring the performance of the
(hard- and) software components of the SEDT
implementation. Analyzing algorithmic efficiency
and virtualization overhead are two examples of
how this characteristic can be assessed.

Mode of Operation [C9]–[C12]
We distinguish between different modes of

operation based on the communication between
the CPS and SEDTs.
Disconnected [C9]: As the name implies, no data
flow exists between the physical (i.e., real-world)
environment and the virtual environment. This
mode essentially resembles the conventional run-
time options of simulations (batch or interactive),
where SEDTs are executed with a set of initial
parameter settings and run independently of their
physical counterparts. Thus, state changes of the
real system are not reflected in the corresponding
SEDT.
Relevance to Security Use Cases. For certain use
cases, such as security testing or training, it may
be mandatory that the SEDT is disconnected from
the real system to avoid any accidental distur-
bance; yet, it may still be beneficial to initialize
the SEDT with a state previously observed in the
real world to create a suitable test or training
environment.
Connected [C10]–[C12]: A physical entity can
be linked to its digital twin via a unidirec-
tional [C11]–[C12] or even bidirectional [C10]
connection. The unidirectional category can be
further subdivided into two groups on the basis
of where data flows originate.

Data flows originating from the real-world
environment [C11] (or [C10]) are used to syn-
chronize the SEDT with its physical counterpart,
ensuring that it replicates the current state with
a certain delay. Such synchronization is imple-
mented by means of a state replication mecha-

∆ti out of sync

CPS

SEDTi

re-syncsync

mismatch at (pi,1 +∆ti)

t0 = ts

t2

pi,1 qi,1 te

tr

tr

Figure 3. Example of a synchronization session
(assuming a discrete approximation of time, where
T = {0, . . . , r} and tk ∈ T ). SEDTi is synchronized
over the time span ts to te and follows the states of
the respective real system, which is part of a CPS,
with delay ∆ti = 2 time intervals. The synchronization
session starts at t0 and ends at t10, with one out-
of-sync region in between (3 time intervals). pij and
qij are the start and end of SEDTi being out of sync
(relative to the time scale of the CPS).

nism that collects data from the CPS either in a
passive [13] (e.g., network traces, system logs,
measurements of the plant’s output) or active
manner [14] (e.g., polling). Note that running
SEDTs in this mode does not necessarily mean
that the state representation within SEDTs must
exactly match the one of the real systems since
they might combine several states into one ab-
stract state. Furthermore, state replication mech-
anisms can be categorized according to the scope
of synchronization, viz., partial sync and full sync
(i.e., selective synchronization of some SEDTs or
all of them). Fig. 3 visualizes the core ideas of
SEDT synchronization.

An SEDT may also have a direct data link to
its physical counterpart [C12] (or [C10]) to im-
plement a feedback mechanism. For instance, if
the evaluated (reactive) strategy to counter current
threats has the desired effect on the SEDT, the
re-configurations and countermeasures applied in
the virtual environment can be carried over to
the CPS. In a similar vein, proactive responses
can be initiated when new security weaknesses
have been revealed, even if the CPS is already
in operation. We recognize that different tiers of
backflow to the CPS exist, which indicate the
achieved level of automation in terms of how the
CPS uses this feedback.
Relevance to Security Use Cases. A connection
between the CPS and the SEDT is required in one
of the following cases: (i) to base the intended
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security measure implemented by means of an
SEDT on a current state of the CPS (e.g., security
analysis, forensics, intrusion detection); (ii) to
directly transfer the changes previously tested
on an SEDT to the respective real system (e.g.,
rolling out recovery procedures).
Indicator Considerations. The performance of
state replication methods can be quantitatively
assessed in various ways: For instance, by cal-
culating the mean time between state mismatches
(higher is better) and mean state replication delay
across all synchronized SEDTs (lower is better).
In addition to these quantitative indicators, we
suggest qualifiers to describe the degree of au-
tonomy achieved when an SEDT provides input
to the CPS:
● Manual. The results obtained from the SEDT

are only for human consumption and require
a manual process to make use of them (e.g.,
IDS alerts users upon detection of malicious
activity).
● Cooperative. The SEDT automatically suggests

(tested) changes but depends on human inter-
action (e.g., manual approval) to deploy them
to the production environment.
● Autonomous. No human intervention is re-

quired at this level, as the SEDT identifies,
tests, and fixes issues autonomously such that
the CPS can fully adapt to the dynamic envi-
ronment.

Adaptability [C13]
This characteristic refers to the possibility

of changing components and configurations of
the SEDT. For instance, potential changes to
the SEDT may relate to the peripherals of the
emulated system, network configuration, and sim-
ulation parameters.
Relevance to Security Use Cases. An SEDT with
adaptability capabilities could facilitate security
analysis, security testing, and training by enabling
quick iterations with continuous configuration
changes, thereby fostering frequent feedback.
Indicator Considerations. Qualitative indicators
can be established on different levels: (i) in-
dustrial domain level (e.g., an SEDT originally
employed for a wastewater treatment system is
reconfigurable to also support natural gas power
plants), (ii) CPS architecture level (e.g., adap-
tations of SEDTs in a system-of-systems con-

text), (iii) component level (e.g., parameters and
structure of the models employed in an SEDT),
(iv) runtime level (e.g., modes of operation),
(v) construction level (how the SEDT evolves
with respect to the lifecycle of the CPS), and
(vi) feedback level (e.g., static or dynamic recon-
figuration of SEDTs after test cases failed).

Repeatability [C14]
Two identical SEDTs that receive equivalent

external inputs should produce equal states and
outputs, given the same initial conditions. This
key property ensures that resetting an SEDT
to a previous (known) state is reasonable. For
instance, users might want to save and return to a
specific point in time in order to repeat a scenario
or to try a different investigation procedure from
the same starting point. To do this, the ability to
create snapshots (i.e., capture the history of states
of a system at a point in time) is critical. It follows
that non-deterministic behavior in simulations in-
tegrated into an SEDT inhibits repeatability.
Relevance to Security Use Cases. Repeatability
is essential in cases where the results of multiple
SEDT runs must be comparable. Exploring al-
ternative scenarios with the same SEDT, restor-
ing past states to repeat tests, and providing a
controlled setup to compare the consequences of
deployed patches are a few examples of security
purposes where repeatability is strictly required.
Indicator Considerations. An indicator for re-
peatability is obtained by measuring how close
a result gained through an SEDT is compared to
another result produced by the same SEDT in a
repeated experiment under unchanged conditions.

Visibility [C15]–[C16]
SEDTs are of value to operators of CPSs only

if the encapsulated states and produced results are
readily accessible. The following two character-
istics dominate the visibility of SEDTs.
Introspection [C15]: This characteristic indicates
the extent to which the state of an SEDT can
be analyzed and is, therefore, primarily driven
by its fidelity. A higher level of introspection
allows user interaction and provides access to
intermediate results.
Relevance to Security Use Cases. SEDTs can
offer means to analyze the internal system state
that is otherwise difficult to measure or simply
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not accessible from the real-world system. New
knowledge of the system and its behavior can
be extracted by exploring the SEDT without fear
of real-world consequences, with greater con-
venience and expedience and fewer physical or
logical obstacles.
Indicator Considerations. The different manifes-
tations of SEDTs (cf. Fig. 1) span a broad spec-
trum of interaction levels that can be ranked using
qualifiers. For example, at the upper end of the
spectrum, users can examine the state of the
virtual machine by debugging the guest operating
system and inspecting the running processes of
control applications.
Data Capture [C16]: Data capture refers to the
capability of the SEDT to monitor and record data
during its execution. Depending on the use case,
different types of data points can be of interest
for each component of the SEDT (e.g., physical
properties, application logs, network traces). We
distinguish if the SEDT can capture the state
of the entire system or only that of specific
components. As with introspection, concerns may
arise that relate to the fidelity and the resulting
accuracy of the data produced.
Relevance to Security Use Cases. In general,
the promise of the SEDT is to enable more
comprehensive and easier data capture than what
would be possible from the physical twin. For
example, data capture is important to understand
where manifestations of security risks occur (i.e.,
in which subsystem) and how they affect the
physical process under control.
Indicator Considerations. Like introspection, the
offered data capture features can be classified
across all CPS layers in a qualitative manner.
Examples include: Logging the state of virtual
machines, collecting network traffic, acquiring
debugging information of control applications,
and recording simulation data.

Methodology and Time of Construction
[C17]–[C21]

The methodology of construction can describe
how the SEDT and its parts are built. In cer-
tain cases, the SEDT is built before the phys-
ical counterpart [C19]; in others, the SEDT is
constructed after the physical counterpart (e.g.,
for already existing systems) [C18], or both can
even be developed simultaneously [C17]. These

characteristics are sometimes also grouped under
the term “time of creation” [3]. In either of these
scenarios, for a while only one instance could
exist (the physical or the digital part), which could
also affect other characteristics described in this
section.

The chronology of the creation of the two
parts also limits the methods and sources avail-
able to develop SEDTs. They can be built from
specifications [C20], by learning [C21] (observ-
ing the behavior of the CPS), or a combination
thereof.
Relevance to Security Use Cases. The methodol-
ogy for building the SEDT can have ramifications
when it is used for security. For example, building
the SEDT entirely by learning from the CPS
and then using it as a basis to generate data
for creating a behavior-based IDS would lead
to an unnecessary indirection. In this case, it
seems more fruitful (e.g., in terms of accuracy)
to directly use the original data.

Research and Engineering Challenges
Despite the great potential of SEDTs for se-

curity purposes, we are still in the infancy of this
concept and face a series of notable challenges
that need to be addressed to realize its benefits.
CPS Emulation & Virtualization Tooling. One
severe limitation is the emulation of field and
control devices, such as programmable logic con-
trollers (PLCs), since their hardware and software
components are often proprietary and closed-
source. However, the advent of PLCs with embed-
ded Linux and the growth of open-source initia-
tives could alleviate this situation. Nevertheless,
suitable system emulator targets will be required.
Trade-Off Between Fidelity & Cost. Another
challenge is to balance the fidelity of an SEDT
and the effort of implementation such that target
use cases are sufficiently supported while costs
and development time are kept under control.
Naturally, high-fidelity SEDTs necessitate the in-
tegration of sophisticated physical models and a
(near-)complete coverage of components via em-
ulations, which requires considerable implemen-
tation effort or is simply infeasible. On the other
hand, imperfections of models are inevitable;
thus, care has to be taken that wrong assumptions
or mismatches will not lead to a false sense
of assurance and, subsequently, wrong decision-
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making. One promising solution to keep the costs
and time for approximating the physics man-
ageable is to combine the conventional physics-
based approach with data-driven modeling if ap-
proximating through learning is sufficient for the
intended purpose. It is also worth noting that there
are additional factors, which may be interrelated
with fidelity or cost, that need to be considered
when implementing SEDTs. For instance, higher
fidelity SEDTs may generate significant network
traffic, thereby potentially affecting network per-
formance or even the CPS itself (e.g., in the case
of polling for synchronization).
Synchronization. Most of the described secu-
rity use cases unlock their true value if SEDTs
are synchronized with their corresponding CPSs.
However, problems related to synchronization re-
main challenging for the community. For exam-
ple, defining an initial state for synchronization
and identifying which system inputs serve as
stimuli and, hence, need to be replicated in the
virtual environment requires further investigation.
Other important aspects to consider are real-time
constraints and timing issues, which could lead
to the state of the SEDT drifting from reality. To
handle such synchronization errors, mechanisms
to recover from state mismatches are required.
Security Implications of SEDTs. While the
promises of SEDTs may seem attractive, certain
applications could also raise new concerns that
potentially nullify the benefits. For instance, in
the case of intrusion detection, the SEDT may
be susceptible to the same vulnerability as its
physical counterpart. Thus, attackers can poten-
tially evade intrusion detection if malicious states
are replicated, and the SEDT is equally affected
by this vulnerability. It should also not go un-
noticed that DTs, by themselves, may introduce
additional cybersecurity risks [15]. Consequently,
careful consideration should be given to securing
the DTs and their connection to their physical
counterparts.

Conclusion
Overall, we conclude that the DT paradigm

holds promise for several CPS security applica-
tions. However, the limitations discussed above
suggest that considerable research and engineer-
ing efforts will be required. Thus, SEDTs will
not render traditional security concepts and ap-

proaches obsolete in the near future, if ever.
Instead, we anticipate that they co-exist or that
future SEDT technology will be used to further
improve existing security solutions (e.g., testbeds,
honeypots, IDSs). It is also worth highlighting
that an SEDT is a software-only construct, mean-
ing that its scope of application is naturally lim-
ited and, for instance, cannot serve as a substitute
for HIL testing. On a final note, we urge the
scientific community to clearly communicate the
characteristics of SEDTs when presenting new so-
lution proposals in order to prevent the nebulous
view of the DT concept from being prolonged.
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