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SECURITY AND PRIVACY IN THE METAVERSE
GUEST EDITORS’ INTRODUCTION

Security and Privacy in the Metaverse

T his special issue explores current and future 
security, privacy, and safety challenges that will 

arise with the increasingly widespread adoption of 
sensor-rich augmented, mixed, and virtual reality 
technologies that mediate users’ perceptions of the 
physical world.

The “metaverse” is upon us: augmented (AR), 
mixed (MR), extended (XR), and/or virtual (VR) re-
ality technologies are 
no longer future visions 
but have become com-
mercially available, with 
significant investments 
a n d  a d v a n c e m e n t s 
from major technology 
companies in recent 
years. These technolo-
gies, including hard-
ware, platforms, and applications, have the potential 
to fundamentally transform how people interact with 
the physical and digital worlds. However, as with any 
emerging technology, it is crucial that we anticipate 
and proactively address the potential security, privacy, 
and safety risks that will inevitably arise. This special 
issue explores these risks and how we might begin to 
address them.

For example, consider the serious privacy impli-
cations of MR headsets that capture rich sensor data 
about users, bystanders, and their physical surround-
ings. Compared even with smartphones, these sensor 
data are richer, more invasive (e.g., including eye track-
ing), and continuously collected and/or processed. 
Consider also the output created by these platforms 
and applications: virtual content that seamlessly inte-

grates with a user’s per-
ception of the physical 
world. Buggy or mali-
cious applications might 
create content that, for 
example, deceives users 
about the physical world 
or manipulates them 
physiologically, enabling 
a new class of perceptual 

manipulation attacks that exploit “vulnerabilities” in a 
person’s brain.

When we first started our own work in the area of 
security and privacy for AR, with David Molnar (then 
at Microsoft Research) in 2011, our first (admittedly 
imperfect) article on the topic was rejected. We like 
to tell this story to students, to help illustrate how the 
topic of a rejected article in one decade can grow into 
a budding research area in the next. We offered more of 
our perspective on this emerging field in our 2021 ret-
rospective.1 We are thrilled to see increasing numbers 

Franziska Roesner   and Tadayoshi Kohno  | University of Washington

Digital Object Identifier 10.1109/MSEC.2023.3333989
Date of current version: 19 January 2024

These technologies, including hardware, 
platforms, and applications, have the 
potential to fundamentally transform  
how people interact with the physical  

and digital worlds.

http://orcid.org/0000-0001-8735-4810
https://orcid.org/0000-0002-4899-226X


8	 IEEE Security & Privacy� January/February 2024

SECURITY AND PRIVACY IN THE METAVERSE

of researchers and practitioners each year picking up 
the challenge and to have the opportunity to showcase 
some of this work in this special issue.

This special issue begins with an article by Cayir  
et al.A1 in which the authors provide a broad assessment 
of the security and privacy risks faced by existing XR 
devices. Their analysis was informed through an exten-
sive investigation of existing literature, as well as pub-
licly available information about currently available XR 
devices. The authors consider both attacks and defenses, 
as well as future directions for the field. We encourage 
all readers interested in doing XR-related security and 
privacy work themselves to include this article as part of 
their initial reading list.

The next articles spotlight two different but equally 
important aspects of privacy: privacy for the user and 
privacy for bystanders. Modern and future XR devices 
can and will contain numerous sensors, sensors capable 
of both measuring properties of the user (e.g., the user’s 
movement) and sensing the world. Nair et al.,A2 in their 
article, offer both a rich exploration of how users’ privacy 
might be compromised via data collected about their 
motion and a glimmer of hope through the exploration 
of methods to safeguard user privacy in a world of ubiqui-
tous motion data collection. Examples of outward-facing 
sensors are cameras and microphones, which, if con-
stantly sensing, have the potential impact the pri-
vacy of those in the user’s vicinity. Corbett et al.,A3  
in their article, provide an in-depth discussion of the 
so-called “bystander privacy problem,” offering as a case 
study Google Glass and providing guidance on how to 
protect bystander privacy in the future.

The next two articles turn to specific application 
areas. The first application area is online advertising. 
The second is future VR classrooms. These two appli-
cation areas present a fascinating dichotomy. The first 
(advertising) is often viewed as an adversarial technol-
ogy by the computer security community, whereas the 
latter is not. Advertising in VR is not a hypothetical. As 
Mhaidli et al.A4 discuss in their article, companies are, 
today, increasingly using VR for advertising. In their 
article, they provide an analysis of current VR marketing 
experiences, identify existing risks to users, and extrap-
olate to identify potential future risks. The authors then 
provide broad guidance to researchers, industry prac-
titioners, and regulators on how to mitigate risks with 
VR advertising. Brehm and Shvartzshnaider,A5 in their 
article, consider privacy in VR classrooms, including 
the privacy violations that users might encounter as well 
as a contextual integrity-based framework for mitigating 
privacy risks.

Finally, our special issue includes a viewpoint arti-
cle by O’Hagan et al.A6 In this article, the authors look 
ahead to a future in which AR technologies have been 

widely adopted and integrated into the daily lives of 
many people. In that context, they explore the societal 
challenges and harms raised by AR’s ability to modify 
our perception of the physical world. Toward address-
ing these risks, the authors raise the question of whether 
we will need “perceptual human rights” and explore 
what these might look like.

Stepping back, while we cannot predict with cer-
tainty when and how the “metaverse” will be integrated 
into the daily lives of end users the way that smart-
phones are now, we know a change is coming that will 
continue to transform our interactions with the increas-
ingly integrated physical and digital worlds and with 
each other. It is our collective responsibility to help 
ensure that this future is a positive one, where the secu-
rity, privacy, and safety of all stakeholders are protected. 
We hope that the articles in this special issue can help 
move us toward that future and can help inspire others 
to join us in this vision.

Finally, we would like to express our gratitude to all 
of the people who helped make this special issue possi-
ble: the authors who submitted their articles, the gener-
ous reviewers who provided essential input to our final 
selections, and the IEEE Security & Privacy editors and 
staff, especially Editor in Chief Sean Peisert and Associ-
ate Editor in Chief Mary Ellen Zurko, who oversaw the 
process for this special issue. Our reviewers included 
Kevin R.B. Butler, Rahul Chatterjee, Kaiming Cheng, 
Pardis Emami-Naeini, Earlence Fernandes, Alisa Frik, 
Uwe Gruenefeld, Weijia He, Diane Hosfelt, Umar Iqbal, 
Eakta Jain, Apu Kapadia, Mohamed Khamis, Tianshi Li, 
Jingjie Li, David Lindlbauer, Blair MacIntyre, Florian 
Mathis, Michael Nebeling, Amir Rahmati, Kimberly 
Ruth, R. Benjamin Shapiro, Yuan Tian, Yukang Yan, and 
Eric Zeng. Thank you! 
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