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Abstract—In this paper, we proposed Adapitch, a multi-
speaker TTS method that makes adaptation of the supervised
module with untranscribed data. We design two self supervised
modules to train the text encoder and mel decoder separately with
untranscribed data to enhance the representation of text and mel.
To better handle the prosody information in a synthesized voice,
a supervised TTS module is designed conditioned on content
disentangling of pitch, text, and speaker. The training phase was
separated into two parts, pretrained and fixed the text encoder
and mel decoder with unsupervised mode, then the supervised
mode on the disentanglement of TTS. Experiment results show
that the Adaptich achieved much better quality than baseline
methods.

Index Terms—text-to-speech (TTS), multi-speaker modeling,
pitch embedding, self supervised, adaptation

I. INTRODUCTION

Early speech synthesis methods mainly include concatena-
tive synthesis and parametric synthesis [[1]. The concatenative
synthesis builds a huge database for different phoneme speech
audio, for the specific sentence it retrieval and concat the
phoneme voice sequence together for the output. While the
building of a speech database is complicated, the synthesized
voice is natural of the human. The parametric synthesis is
to relieve the directly concated from waveform, it generates
acoustic parameters to reconstruct the waveform. The para-
metric synthesis has low data cost, but it is heard as robotic
and can be easily recognized as not human speech.

Recently, neural network based text-to-speech has achieved
great success, allowing us to synthesize more natural and
realistic speech [2f, [3]]. In addition to the demand for the
naturalness of speech synthesis, more and more personalized
speech synthesis needs require higher speech quality at the
same time. However, in many practical application scenarios,
only a small amount of speech data of the target speaker can
be obtained, and personalized speech synthesis for the target
speaker is still a big challenge. This task is the so-called low-
resource TTS that only requires a small amount of reference
corpus for speech synthesis.

In order to solve the low-resource TTS task, previous
studies [4], [S5] have proposed a method of transfer learning
adaptation. First, train a complete TTS model through speaker
data with a large amount of corpus, and then use the corpus of
the target speaker to fine-tune the trained model. The problem
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with this method is that a certain amount of reference corpus
is required for fine-tuning. The model after fine-tuning has
a certain degree of loss in naturalness and speech quality in
speech synthesis. In addition, the fine-tune method cannot be
applied to the scene of real time speech synthesis, making this
method unattractive.

In addition to the fine-tune method, previous studies [|6]—[8]
have proposed the use of speaker embedding. During training,
speaker embedding is added for joint training to avoid using
target data to fine-tune the model. However, accents are often
mismatched and nuances such as characteristic prosody are
lost. It is difficult to find a single feature to represent all the
voice data and pronunciation style of the target speaker.

In order to solve the problem of speaker embedding features,
some studies [9]-[11]] have proposed embedding a variety of
features other than speaker features. Each feature represents
different attributes of the speaker corpus, such as prosody em-
bedding and style embedding. But this method only combines
more single dimensions to characterize the speech synthesis
of the target speaker. A small number of features obtained
from fewer target data means that it is difficult to cover all
the pronunciation of the target speaker.

We utilize untranscribed data to pretrain the pluggable text
encoder and mel decoder in self supervised mode, with a
supervised module for disentangling the content of speech to
obtain pitch and speaker embedding. It includes the encoding
of phoneme sequence, the variance adaptor module to disen-
tangle pitch, text, and speaker, and the decoding module to get
the final mel spectrum. Pitch regressor and speaker Look Up
Table (LUT) are introduced in the disentangle module. The
LUT is used to control the encoding to enhance the different
speaker feature embedding. The pitch regressor is used to
control the pitch information in the speech synthesis that is
independent. The encoder of the phoneme controls the content
without the different speaker related features. The mel decoder
through a self supervised training to keep robust decoding of
mel spectrum.

Our contributions are as follows: 1) Two pluggable self su-
pervised submodules are designed to utilize the untranscribed
data for enhancing the representation of text encoder and mel
decoder. 2) An adaption between supervised input and self
supervised input of mel decoder are added to utilizing the
pretrained mel decoder.



II. METHOD
A. Model Overview
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Fig. 1. The overview of the proposed text-to-speech method.

As shown in Figure |1} it is the architecture of our method
based on Fastspeech2 [[12]]. The difference is the introduced
self supervised of text to text module (T2T) and mel to mel
module (M2M). To be noted, in the T2T module the text is in
the representation of phoneme. There are two separated phases
for training the proposed model. One is the self supervised
training, it contains phoneme to phoneme and mel spectrogram
to mel spectrogram, namely the M2M module. From the
training of phoneme to phoneme, namely T2T module, to get
a speaker independent content representation of the input text.
And with utilizing the mel spectrogram to mel spectrogram
training could use untranscribed data to enhance the decoder
phase. The second is the supervised training on the whole
model with the pretrained parameters of text encoder and mel
decoder. There is an adaptation between the supervised mode
input of mel decoder and self supervised mode input of mel
decoder.

B. Text to Text Module (T2T)

As depicted in the left of Figure [I] the T2T consists of an
embedding layer, text encoder, and text decoder. The module
of T2T mainly conducts the representation of the text from
the format of the phoneme. The learned latent variable should
reconstruct the content of text but without the information
of speaker timbre information from the mel spectrum along
with the backpropagation of gradient. To avoid the affect of
the effect from the target mel spectrum, an aux task of text
reconstruction is added by introducing a text decoder. A text
decoder was added to the T2T module to do a reconstruction
of the phoneme. The text reconstruction task also can resolve
the lack of supervised data of the target speaker, the ability of
the text encoder could be enhanced by data augmentation. In
the T2T module, we utilize many pure text sentences for the
self-supervised training to enable the text encoder to learn the
representation of all the phonemes robustly. The text encoder
was built up with three convld layers and a bi-LSTM layer.
The text decoder includes an LSTM layer, an attention layer,
and the linear norm layer. The text embedding with the size of
512, the kernel size of convld is 5, stride is 1, the activation
function is relu, and the hidden layer size of bi-LSTM is 256.

C. Mel to Mel Module (M2M)

As shown in the right of Figure the M2M module
is to train a mel decoder which enables decode the latent

variable from mel encoder and the full connection layer
into mel spectrum. The M2M module is an encoder-decoder
architecture, it consists of a mel encoder and mel encoder.
There are two phases of training for the M2M module. One
is the self-supervised training to do the reconstruction task
on the untranscribed speech. The other one is the supervised
training, with fixed parameters of the mel encoder and mel
decoder, the output of the mel encoder was used as a label
for the full connect layer, which forces the adjustment of
the latent variable representation of the encoder. The training
of M2M makes the supervised representation of the acoustic
feature can be guided by the mel encoder. The mel encoder
could be a teacher for the supervised data to learn the feature
representation of the mel spectrum. The mel encoder is built
up by a three-layer stacked convolutional neural network, in
which the kernel size is (3,3). The mel decoder consists of 4
layers of feed forward transformer.

D. Variance Adaptor

The text encoder and mel decoder networks are designed
based on the transformer module, and it has achieved effective
results in speech synthesis tasks. In addition to the T2T module
to process the phoneme and M2M module to obtain the mel
spectrum, our proposed model adds a variance adaptor module
between the text encoding and mel decoding. The process
of variance adaptor mainly involves the decoupling of pitch
and text content and the enhancement of speaker identity.
Corresponding pitch regression and look up table (LUT) for
distinguishing multiple speakers are designed. In the duration
expansion of speaker embedding, latent variable of the output
of text encoder and pitch values, linear interpolation and
nearest neighbor interpolation are used. Through upsampling,
they have the same size to stack.

E. Training and Inference

In the model training process, the phoneme sequence was
fed to the embedding layer, and then the transformer layers
build up the text encoder and the pitch encoder to obtain
the latent variables. For the obtained latent variables, the
corresponding pitch sequence value will be generated by
pitch regression and compared with the real pitch value.
The process of pitch regression can help the latent variable
of the encoder to contain features that can represent pitch
information. By optimizing pitch regression, the encoder’s
ability to express pitch features can be improved. The LUT
records the representations of different speakers and is used
to distinguish phonemes and voice pairs of different speakers
during the training process. In the training process, the actual
pitch and outputs of the encoder and the speaker embedding
information from the LUT are concated according to the time
extension. The fused embedding is fed to the fully connected
layer and then transformer based mel decoder to obtain the
mel spectrum corresponding to the corpus. The output of the
variance adaptor is tuned close to the latent variables of the
mel encoder.



In the model inference process, the encoder module drops
the text decoder and keeps the text encoder for content
embedding and duration predictor. The pitch encoder produces
the latent variables for pitch regression. The decoder part
only keeps the mel decoder. In the variance adaptor, the main
difference is the predicted pitch instead of the real pitch in the
training phase.

E Training Loss

To describe our model more formally, let E7(-) and Ep(-)
stand for the text encoder and pitch encoder separately. Let
Dr(-) and Ejp(-) be the text decoder and Mel encoder, D, ()
denote the duration predictor, R, (-) be the pitch regressor. Let
t; be the ith phoneme of the input, v; be the embedding of the
speaker j, s; be the target audio of speaker j. And j denote a
speaker. The output of the model can be written as Equation
(@:

Ep(t;)
Ry (s;)

Uj

F(t;,j) = Dy (FC( ) (1

The Dj(-) is the Mel spectrum decoder, F'C(-) is the fully
connected layer. There is a synthesis loss as Equation (2)):

Loyn = > Lmse(F(ti, 5), mel(s;)) )

2 S5

where the mel(s;) is the Mel spectrum of the target audio s;.
For the pitch regression module, there is a regression loss as
shown in Equation (3)):

Lreg =3 Lmoe(By(Ep(t:)), P(s5)) )

where P(-) is the function of pYin [13] to estimate the pitch
of the target audio.

There are two self-supervised pretrained modules in the pro-
posed model. The text-to-text module trains the text encoder
to keep speaker-independent. There is a reconstruct loss of the
text LT ., as shown in Equation :

L= Lse(Dr(Er(t)),t;) (4)

where Dr(-) is the text decoder. The other self-supervised
module is the mel to mel, it can enlarge the dataset with
untranscribed speech. There is also a reconstruct loss £,
for the mel spectrum, as show in Equation (3):

LY. = Z Lunse(Dar (En (me)), mi) ®)
k

where my is the kth frame mel spectrum.

Due to the proposed method try to utilize the untranscribed
data to enhance the Mel decoder, the latent variables out from
the variance adaptor should be consistent with the output of
Mel encoder. There is an adaptation loss L,4, to pull the two
latent variables close, as depicts in Equation (6):

Er(T)
Ry(S) 1)) (6)

Uj

£ada = Emse(EM(M)v FC(

where the T represents the input phonemes, the S represent
the speech, and M represents the Mel spectrum.

The total loss is the combination of the synthesis loss Ly,
regression loss L., and adaptation loss L4, as Equation :

Liotal = a‘csyn + ﬁ["r'eg + 'chada @)

where «,(,y are three hyperparameters. During the training
phase, we minimize Lq4, and Ly, to optimize mel spectrum
generation. Minimize L,., for pitch regressor. Finally, the
whole model was optimized by using L;otq;.

III. EXPERIMENTS

In the comparison, we mainly choose the Fastpitch as the
baseline method for pitch estimated, which is implemented
from the opensource code and rerun with the same dataset.
We also compared the performance of synthesized voice with
the popular TTS methods of Tacotron2 [14]f], Fastspeech2 [3]]
and Transformer TTS [15].

A. Datasets

In the experiment, we used three datasets and separately
pretrain the two sub-modules with different datasets. We
selected a public dataset of LibriTTS [[16] for the M2M module
pretraining, only the audio was used and the transcribed text
was discarded. The LibriTTS has a total of 585 hours of
speech, and it contains 2456 speakers. To pretrain the T2T
module, we choose another public dataset of VCTK [17]. The
VCTK dataset contains 108 speakers were used, each speaker
read about 400 sentences. The total size of the VCTK is about
44 hours. During the pretraining of the T2T module, only the
transcribed text data of the audio in VCTK were used, and the
audio was discarded. The final proposed model is trained on a
small public dataset of LJSpeech [[18]] in a supervised manner,
both audio and text are used.

B. Training and inference

For the model training, we need to use a text corpus
for the enhancement of the text understanding in the text
encoder. For the mel decoding from the latent vector, we
set a self reconstruct task to do a mel encoder and mel
decoder process. The mel decoder was trained on a speech
corpus. With the pretrained text encoder and mel decoder, we
conduct supervised training of the module of pitch regressor
and speaker variance adaptor. The generated latent vector is
also supervised by the output of the mel encoder. For the
target speaker, we do the adaptation on the supervised module
finetune and keep the module of mel encoder, mel decoder,
and text encoder. To be noted the ground truth pitch value
instead of the output of pitch regressor was used for the input
of variance adaptor.To be summarized, there are two stages
during the training phase: 1) self-supervised training for the
text to text module and the mel to mel module separately.



2) with the pretrained sub-modules to train the supervised
model for text to mel condition on the disentangling of text
embedding, speaker embedding and pitch embedding.

Thus the pretrained sub modules could be pluggable for
neural TTS with other network architecture to enhance the
text encoder and mel decoder.

The inference was conducted without the text decoder mod-
ule and the mel encoder module. Finally, with the generated
mel spectrum through a pretrained WaveGlow model for the
wave audio synthesis.

C. Analysis of the Pitch of Synthesized Audio

The pitch is the main component of the speech, we set a
pitch encoder to enhance the learning of pitch information.
To validate it do helps the synthesis speech, we calculated
the pitch extracted from the synthesized speech by our model
and the comparison speeches from Fastpitch and groundtruth.
In order to evaluate the extract pitch for the comparision of
synthesised speech and the groundtruth, two metrics about
pitch extraction is introduced from the work of [19]. They
are Gross Pitch Error (GPE) and Fine Pitch Error (FPE). The
GPE is the relative pitch error with a threshold, compaired
with the groundthruth for the voiced part. The FPE is the
standard deviation of the distribution of relative error values
(in cent) from the frames without gross pitch errors. The mean
square error of pitch value of the synthesized speech between
the groundtruth was also calculated on the test dataset of
LJSpeech, the results are shown in Table II}

TABLE I
THE EVALUATION METRICS OF PITCH BETWEEN SYNTHESIS SPEECHES
AND GROUNDTRUTH ON THE TEST SET OF LJSPEECH

Method Mean Square Error (%)  FPE (cents)  GPE (%)
Fastpitch [20] 3544 14.63 2.46
Adapitch 2346 17.69 1.28

The method of Fastpitch had the same pitch representation
as our method, but without the enhancement of the text
encoder. As the results are shown in Table [I, the proposed
method of Adapitch has lower MSE than the method of
Fastpitch, Adapitch achieves lower gross error rates than the
baseline method of Fastpitch, and also achieve a higher FPE
value. We can conclude that the unsupervised T2T module
helps the pitch embedding for the pitch representation in the
text. We also visualized the pitch of a clip of synthesized audio
with groundtruth in Figure 2] Our proposed method Adapitch
labeled with a blue solid line and the baseline method Fastpitch
in comparison is labeled with an orange dotted line.

As depicted in Figure |2} the pitch of Fastpitch is smoothly
in the time between frame 30 and frame 50, whereas the pitch
of Adapitch could keep variety as the pitch of the ground
truth. Especially during the frame of 60 to 80, the pitch of
Fastpitch gives an opposite trend with the ground truth. From
the pitch comparison, we can conclude that the pitch values
of the proposed method are closer to the ground truth.

2501

200 -

B
1
1
1
1
A
Kl
I
1

150 -

Frequency (Hz)

100 4

50

—— adapitch
~—- fastpitch
- groudtruth

1
1
1
1
1
1
1
1
1
1
1
1
1

1

1

1
1
1

0 10 20 30 40 50 60 70 80
Time (#frame)

Fig. 2. Comparison of synthesized audio pitch visualization, the pitch
estimated by pYin and the audio clip is 80 frames.

D. Subject Listening Test

We conducted a listening test with a total of 5 sentences for
each model to synthesize the audio. We included nine systems
in the listening test: groundtruth (audio), groundtruth mel +
Vocoder (with raw spectrum synthesis audio by WaveGlow),
Tacotron2, Fastspeech2, Transformer TTS and Fastpitch as
comparison and the three proposed systems. In the listening
test, we have 12 persons to give a 5-point scale for each audio,
the value of 1 means the quality of the audio is very poor, and
5 means the quality of the audio is perfect. The mean opinion
scores with 95% confidence intervals are listed in Table [l To
show that the self supervised sub modules (T2T and M2M)
have effects on the enhancement of the text encoder and mel
decoder, we conducted the ablation experiment and train the
different models separately.

TABLE II
MEAN OPINION SCORES (MOS) WITH 95% CONFIDENCE INTERVALS AND
MEL CEPSTRAL DISTORTIONS (MCD).

Method MOS MCD
Groundtruth 4.804+0.03 -
Groundtruth mel + Vocoder  4.73+£0.04 -
Tacotron2 [14] 3.71£0.03 8.12
Fastspeech2 [3] 3.66+0.03 8.23
Transformer TTS [15] 3.77+£0.03  7.53
Fastpitch [20] 3.80+0.04 8.28
Adapitch w/o M2M 3.73£0.03 7.83
Adapitch w/o T2T 3.60+0.04 925
Adapitch 3.93+0.04 7.72

As shown in the results of MOS test, the score of
groundtruth and the ground truth mel + vocoder achieved
nearly 5 points. It shows that WaveGlow has slightly decreased
the quality of audio. When comparing the results of the
ablation experiment, without the T2T module decreased 0.33
and without the M2M module decreased 0.20. Both the text
encoder and the mel decoder have an impact on the proposed
method. Finally, compared with the baseline methods, it out-
performs the popular method of Tacotron2, Fastspeech2, and



Transformer TTS. It shows 0.13 improvement was achieved
over the best of Fastpitch.

E. Objective Evaluation

To compare the synthesized audio objectively, we conduct
an evaluation using mel cepstral distortions (MCD). We also
test several hyperparameters in the experiment to make a
selection on the loss weight of the «a,3,y. As the training
of the model is time consuming, grid search for all the
hyperparameters is not impossible. We try several parameter
combinations and use the MCD between the ground truth to
decide the adjusted trend of the hyperparameters. We keep the
« as 1 and tune the 8 and . With the g increase from 0.1
to 2, the MCD value varied slightly. On the tune of  also
have little change in terms of MCD value. This result shows
that the audio synthesized by different loss weights is not
much different after the model training converges. During the
training phase, with the increase of ~y the need epochs increase
too. But with the increase of (3, the need epochs for training
nearly do not change. Finally, we fixed the hyperparameters of
(a, B8,7v) as (1,0.1,0.1) for our proposed method of Adapitch.

As shown in Table I} from the comparison with the baseline
methods, the Adapitch achieved 7.72 in terms of MCD. It is
just higher than the Transformer TTS by 0.19. The lower value
MCD shows that the audio is closer to the ground truth. We
also find that the score of MCD is slightly different from the
MOS value, it may be caused by the quality of synthesized
audio too similar to give a precision MOS by subject.

IV. CONCLUSION

In this work, we proposed Adapitch utilized untranscribed
data for self supervised train of the T2T and M2M modules.
The text encoder of T2T module and the mel decoder of M2M
module were pluggable applied as pretraind models for the
supervised text to the mel module. Additionally, in the text
to mel module, we conduct a disentanglement on the pitch,
text content, and speaker. An adaption between supervised
input and self supervised input of mel decoder is designed.
Experimental results of the MOS test show the proposed
Adapitch has improved than the baseline methods.
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