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O ver the past decade, embed-
ded systems have increas-

ingly used data sensing and 
processing. Previously, embedded 
data processing dealt with merely 
a few on-off control signals. Now, 
these systems are capturing and 
processing much more complex 
sensory data and using it to improve 
their performance and dependabil-

ity. In a recent discussion I was 
involved in, someone stated 

that “a 10-km car drive 
these days produces and 
uses more data than NASA 
used to put Armstrong on 

the moon.” Manufacturers 
put all this ICT (information 
and communications tech-
nology) in cars to increase 

their performance, reliability, 
safety, efficiency, and comfort, 

and to decrease pollution. With-
out embedded ICT, cars couldn’t 
fulfill EU exhaust regulations.

Embedded ICT also plays a 
key role in healthcare, energy, 
professional printing, manufac-

turing, distribution and logistics, 
situational awareness, avionics, 
and defense.1 In all these sectors, 
manufacturers face dramatic 
changes in how they develop their 
products. In the past, “steel, oil, 
and rubber” were the main ingre-
dients; now, ICT is increasingly 

determining product function-
ality, performance, depend-
ability, and competitiveness. 
Almost invisibly, many tra-

ditional high-tech companies 

have over the years become ICT 
companies. The only difference 
from classic ICT companies such 
as Microsoft, Oracle, or SAP is the 
user interfaces.

As embedded systems evolve 
into systems of systems (SoSs), 
ICT’s importance increases. On top 
of that, SoSs’ characteristics make 
designing dependable SoSs even 
more demanding.

Embedded Systems
You could argue that the automo-
tive systems I mentioned are “just” 
embedded systems. Indeed, people 
typically view an embedded sys-
tem as a computer system (hard-
ware and software) that’s designed 
to interact with the physical world 
and that’s part of a complete system 
including sensors and actuators. In 
short, they think of systems you buy 
in a box. The examples I just gave 
are of that type.

However, if we move to infra-
structural systems such as those for 
surveillance or traffic control, the 
systems become much more geo-
graphically distributed and might 
change their structure and function-
ality over time. Even though such 
systems share many characteristics 
with embedded systems, they are 
more than that; that is, we’re enter-
ing the SoS realm.

Systems of Systems
What makes SoSs different? Let’s go 
back to the original description. An 
SoS is an assemblage of components 



that are individually systems, with 
two additional properties:

■■ Operational independence. Disas-
sembled components must be able 
to do useful work independently.

■■ Managerial independence. Disas-
sembled components can work 
independently.2

Component systems also can have 
different owners and be subject to 
different legislation.

This is more complex 
than ordinary embed-
ded systems, for various 
reasons. An SoS is an 
assemblage of systems, 
integrated out of inde-
pendent components as 
they are, take it or leave 
it. That is, when you inte-
grate the subsystems, you can’t in 
any reasonable way make changes 
to them. Furthermore, integration 
might require runtime adaptation 
of components because some com-
ponents might have been updated, 
thus requiring adaptation of the 
surrounding subsystems. This 
necessitates online integration and 
testing, normally only part of the 
offline design process. Normal inte-
gration and testing are already dif-
ficult and time-consuming, so this 
poses an extra challenge. In addi-
tion, the black-box nature of the 
components is high.

So, integrating the components 
in a way that guarantees extrafunc-
tional properties such as depend-
ability or performance is extremely 
difficult. Plus, security issues arise. 
Approaches involving service-level 
agreements, as in some network-
ing or cloud-computing solutions, 
seem appropriate here. But many 
SoSs, unlike most Internet applica-
tions, involve applications with true 
real-time characteristics, making 
such approaches more challenging.

Three Examples
The following examples illustrate 

the promise and particular chal-
lenges of SoSs.

The Internet. Probably the best-
known SoS is the Internet, in 
which many independent ISPs 
cooperatively provide worldwide 
connectivity, on the basis of jointly 
agreed-upon interfaces and proto-
cols.3 The Internet as we know it 
has been developed since the be-
ginning of the 1980s, without any 
notion of SoSs.

Within an ISP’s domain, that ISP 
has the freedom to choose its own 
implementation to some extent—for 
instance, for routing—as long as it 
adheres to the externally agreed-upon 
service levels and interfaces. How-
ever, the Internet at that level (the 
network layer) is a best-effort net-
work—that is, a system that doesn’t 
fulfill real-time requirements. We can 
learn lessons from the Internet, but 
that won’t be sufficient for SoSs.

Cooperative adaptive cruise con-
trol. An example of a cooperative 
adaptive cruise control (CACC) 
system is the one in the Dutch 
Connect & Drive project4 (see 
the video at www.youtube.com/
watch?v=OoRuE7OqFEs). In a 
CACC-equipped car, the cruise 
control receives not only the usual 
internal signals (setpoint and car 
sensor readings) but also extra
vehicular signals (for example, 
radar or infrared signals measur-
ing the distance between cars). 
In particular, Connect & Drive 
exchanged information using a 
wireless LAN connecting nearby 
cars. By doing this, cars could easily 
exchange information (digitally) 

about their position (on the basis 
of GPS readings), speed, and accel-
eration. Forwarding information 
from cars in front to cars behind 
lets cars look farther ahead than is 
possible with just radar or infrared 
communication. With such a sys-
tem, cars could also communicate 
with roadside information stations 
or even subscribe to services pro-
viding detailed information about 
traffic situations.

In any case, the information 
received should be trust-
worthy and current; 
otherwise, basing speed 
adaptation on it poses a 
safety risk. In addition, 
these information chan-
nels won’t always be 
active (owing to failures 
or other causes beyond 

any single car’s control). So, a key 
requirement is robustness—the 
ability to deal with unplanned or 
undesirable circumstances.

Cars are typically privately 
owned and will be of different 
brands. GPS is provided publicly, 
as are roadside electronic informa-
tion systems. Traffic services are 
typically commercially provided, 
using mobile phone channels by 
one or more providers. The overall 
system can provide, as an emerging 
service, much better, smoother traf-
fic flow. However, CACC systems 
comprise differently owned com-
ponents, and different legislation 
might be involved. Who’s actually 
at the steering wheel? For accidents 
due to receiving incorrect informa-
tion through one of the data chan-
nels, liability questions will arise.

Situational awareness. An exam-
ple involving situational awareness 
is the Poseidon project.5 Posei-
don aimed to develop a system 
that combined information sources 
to give the Netherlands Coast-
guard an integrated view of coastal 
safety. This view could be of use 
for maritime collision avoidance, 

Almost invisibly, many traditional high-

tech companies have over the years become 

ICT companies. The only difference from 

classic ICT companies is the user interfaces.
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search-and-rescue operations, mar-
itime pollution response, and long-
range detection and tracking of 
objects. The information to be in-
tegrated included real-time mea-
surements (radio, radar, sonar, and 
satellite signals) and public and pri-
vate databases of vessel locations 
(for example, see www.fleetmon.
com or www.vesselfinder.com).

In such systems, the data avail-
able won’t always be the same. Not 
all sources provide information at 
all times or about all vessels. The 
data formats aren’t known a pri-
ori and might change over time. 
The data itself might be of varying 
quality and trustworthiness. Also, 
someone might try to inject incor-
rect information into the databases 
or send incorrect data though the 
system’s communication channels. 
The challenge is to build a robust, 
adaptable system, without a pre
determined configuration, that sup-
ports outlier detection. Clearly, 
each system that’s integrated pro-
vides an independent functionality, 
but through cooperation, the com-
bined system can function better 
and more reliably.

Changing Business
In the previous examples, the chal-
lenge to the manufacturer isn’t just 
to make the initial physical product. 
It’s about embedding ICT, about 
systems adapting over time, and 
about data mining and informa-
tion processing. From the manufac-
turer’s perspective, the focus shifts 
from selling products to providing 
services for sold products. This isn’t 
new to high-tech industries: more 
companies focus on the services 
they provide than on the actual 
sales of their products. Examples 
are the telecommunications and 
printing-and-copying sectors. Even 
a company such as Rolls Royce 
is focusing on services for some 
of its aircraft engines. Already in 
the 1960s, they had introduced 
their Power by the Hour concept. 

However, many companies aren’t 
prepared for this transition.

Toward Dependability
From what I just described, future 
SoSs will

■■ be large,
■■ be heterogeneous,
■■ have partly unknown subsystems 

(from the viewpoint of other 
subsystems),

■■ possibly vary their structure and 
cooperation over time,

■■ contain complex data dependen-
cies, and

■■ have subsystems that must be able 
to communicate with a changing 
set of partners.

They’ll also often have stringent 
performance and dependability 
requirements. Can we give the nec-
essary guarantees?

Model-Driven Design
I advocate a model-driven-design 
approach for SoSs. Such an ap-
proach must be able to deal with the 
characteristics I just described. In 
addition, owing to SoSs’ dynamic 
behavior, such an approach will 
need to adequately model notions 
of online design and integration 
(for additional components com-
ing in or components that will be 
exchanged with older ones). These 
requirements are challenging, espe-
cially in light of current modeling 
and analysis tools and techniques, 
which typically don’t scale well and 
usually require model homogeneity, 
time invariance, no data dependen-
cies, and static structures.

Design Guidelines
Here are six guidelines for making 
a model-driven-design approach 
valuable for designing dependable 
SoSs. Each of these guidelines could 
be the starting point for many chal-
lenging PhD projects.

First, I don’t expect a “single 
model class” to be possible or useful. 

Instead, I believe that cooperative 
modeling, through well-defined in-
terfaces, is the best way to support 
design processes. An example of this 
approach is the European Destecs 
project (Design Support and Tool-
ing for Embedded Control Soft-
ware; www.destecs.org), which is 
combining discrete-event models 
with continuous (control) models. 
Approaches along these lines also 
allow for model inhomogeneity, so 
different design themes (disciplines) 
can employ their chosen methods.

Second, data dependencies’ 
importance in SoSs means that we 
can’t expect fully analytical model 
solutions. Instead, approaches that 
allow for hybrid simulation appear 
most fruitful.

Third, you can deal with uncer-
tainty—for instance, about model 
parameters and other model compo-
nents—in several ways, such as prob-
abilistically, stochastically, or by using 
nondeterministic models. Research-
ers have made good progress with 
probabilistic and stochastic mod-
els. However, nondeterminism isn’t 
compatible with simulation tech-
niques. To investigate parameter 
uncertainties’ impact, you can employ 
uncertainty and sensitivity analysis.

Fourth, if you don’t know a sub-
system’s structure and behavior, 
approaches based on model mining 
and test-based modeling can pro-
duce overall behavioral models.

Fifth, compositional modeling 
and analysis are strong techniques; 
however, they require enhancement 
to deal with extrafunctional system 
characteristics such as depend-
ability and performance. One such 
approach is the flow-equivalent 
server center analysis developed for 
computer performance analysis.6

Finally, modeling and analy-
sis techniques must work with 
the state-of-the-art design tools 
used in industry. Industrial-system 
design engineers won’t acquire 
and adapt to academically devel-
oped tools and techniques unless 
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they’re embedded in the company-
prescribed design flow.

T he field of SoS design appears 
to be an excellent oppor-

tunity for computer scientists to 
team up with system designers 
and employ systems-engineering 
approaches from, for example, the 
aeronautics or automotive field. 
We shouldn’t shy away from these 
approaches as being imprecise or too 
engineering-like; they put humans 
on the moon! Knowledge of clas-
sic research from these fields might 
actually help unleash the potential 
of the powerful techniques and tools 
that computer scientists have devel-
oped over the past decades. 
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Call for Papers: Energy Sector Control Systems
for IEEE Security & Privacy magazine’s November/December 2014 issue

Final submissions due: 1 March 2014
Abstracts due 1 January 2014 to the guest editors 
(sp6-2014@computer.org)

Control systems for electric power utilities present unusual 
security and reliability challenges: the installed base is often 
decades old, systems are commonly installed in adverse physi-
cal conditions, bandwidth and communication reliability can 
be very low with tight performance timelines, and most impor-
tant, failure can result in destruction of critical physical systems 
or loss of life.

This special issue seeks articles that can help lead to solu-
tions that can be shown to improve the security and reliability 
of power systems, including control systems related to genera-
tion, transmission, distribution, and consumption or use, such as 
in industrial plant operations, commercial buildings, or homes. 
Such solutions might be purely technical or could be social, 
policy related, or some combination.

Very few techniques from “traditional” computer security 
and information technology (IT) can be shown to demonstra-
bly improve security and reliability of the systems they seek to 
protect. Articles should address questions such as:

■■ Are there techniques that exist for control systems that make 
the problem more tractable?

■■ Are there challenges that make the problem even worse? How 
can those be surmounted?

■■ How can safety engineering traditionally used with control 
systems be married with computer security techniques tradi-
tionally used in IT?

■■ How do current policies, laws, and regulations help or hin-
der security for power-related controls systems? What policy 
changes might be useful to improving control system security 
and reliability?

■■ What privacy problems or solutions exist in relation to electric 
power control systems?

We welcome case studies, experience reports, practices, 
research results, and standards reports. Our readers are eager 
to hear about industry experiences, especially resulting from 
empirical studies that help us learn how past successes and fail-
ures should inform new technology or practices. We are also 
interested in failures, either in research, development, or opera-
tions, that can convey valuable learning experience.

www.computer.org/security/cfp
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