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CSIRTS
GUEST EDITOR’S INTRODUCTION

On Computer Security Incident 
Response Teams

I n 1988, Robert Morris, then a � rst-year graduate student at Cornell University, cra� ed a 
clever piece of so� ware that spread from computer to computer. It exploited vulnerabili-

ties in various services to infect machines and spread to other machines while trying to remain 
covert. � is “worm” infected thousands of computers, consuming memory and eventually caus-
ing them to become unresponsive.1 For several days, the community grappled with how to stop 
the spread of this worm and return systems to normal. Eventually, Morris was convicted under 
the 1986 Computer Fraud and Abuse Act and sentenced to three years’ probation, 400 hours of 
community service, and � nes exceeding US$10,000.2

Morris probably didn’t intend to cause widespread damage and didn’t anticipate the 
speed at which the worm would spread throughout computer networks. An internal report 
by  Cornell University called Morris’s behavior “a juvenile act that ignored the clear potential 
consequences.”3 � is was typical of the threat landscape that unfolded over the next several 
years: curious hackers who wanted to prove that something could be done without any clear 
nefarious objective.

What Is a CSIRT?
In response to this event, the CERT Coordination Center, the � rst computer security incident 
response team (CSIRT), was created in November 1988 to respond to such security incidents. 

Over the next 26 years, systems have become more complex and accessible. Today, cloud com-
puting, mobility, and bring-your-own-device paradigms create signi� cant security challenges.4
With this evolution in technology there are more opportunities for a� ack. And because more 
information that’s critical to business operations and our personal lives is coming online, there’s a 
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greater incentive for adversaries to try to exploit these sys-
tems. � e threat landscape has evolved to include much 
more dangerous adversaries, such as organized criminals, 
nation-states, and so-called “hacktivists.”5 � ese adver-
saries use incredibly sophisticated techniques to � nd and 
exploit system vulnerabilities.6

In tandem, CSIRTs have evolved from loosely orga-
nized groups of system administrators to highly trained 
organizations with diverse capabilities, relying on com-
plex technology to track, analyze, manage, and remedi-
ate security incidents.

CSIRTs can take many forms, but o� en consist of 

■ a security operations center (SOC), where security 
analysts pore over thousands of events each day to 
determine whether they’re a� acks or false positives;

■ an incident response team that determines how to 
respond to breaches; 

■ forensic investigators who try to understand how 
something happened and 
collect evidence 
for potential legal 
action; and

■ an engineering 
team to develop 
and maintain com-
plex specialized 
technologies to 
support the organization.

For many organizations, the CSIRT is the front line 
of security defenses—where they determine if they’re 
being a� acked and how to respond. CSIRTs are highly 
labor intensive; it’s not unusual for the CSIRT of a large 
organization to consist of more than 50 people. Labor 
is the most expensive component, generally far exceed-
ing the costs of the technology components. As a result, 
organizations are under tremendous pressure to opti-
mize this precious resource.

Yet, as important a role as it plays, many security 
professionals are completely unaware of what exactly 
happens in a CSIRT. � is isn’t surprising as security is 
a remarkably diverse discipline. Practitioners who deal 
with the details of operational security are typically 
unaware of the mathematical theory behind cryptogra-
phy; cryptographers are typically unaware of the tech-
niques involved in exploiting a vulnerability in a piece 
of commercial so� ware; hackers are typically unaware 
of the nuanced legal arguments behind organizations’ 
and governments’ policy decisions; and so on. Security 
is simply too complex an endeavor for a security profes-
sional to understand every aspect.

Indeed, when I � rst arrived at Hewle� -Packard, 
CSIRTs were somewhat a mystery to me. But I’ve been 

fortunate to be involved in many projects over the years 
that have given me an inside look at exactly what hap-
pens in these organizations. I believe that all security 
professionals can bene� t from having a be� er under-
standing of CSIRTs, and CSIRTs can bene� t from the 
diverse knowledge and experiences of other parts of the 
security community.

My goals for this special issue are to educate readers 
about SOCs and CSIRTs, explore some challenges these 
organizations face, and describe the state of the art for 
how those challenges are being addressed today.

In � is Issue
� e � rst article, Robin Rue� e and her colleagues’ 
“Computer Security Incident Response Team Devel-
opment and Evolution,” is an excellent introduction to 
what CSIRTs are, what services they provide, and how 
CSIRTs have evolved since the � rst CSIRT was created 
in response to the Morris worm. If you’re unfamiliar 

with CSIRTs, this is a great 
place to start.

Next, “A Dutch 
Approach to Cyber-
security through 
Participation,” by 
Kas Clark and his 
colleagues, provides 
an international per-

spective describing how 
the Dutch National Cyber 

Security Centre operates and how it coordinates with 
other national CSIRTs, especially those in Europe. It 
gives an interesting perspective on how a country’s cul-
ture can in� uence CSIRT operation.

� e next two articles focus on CSIRT technolo-
gies. Today, SOCs handle millions—if not billions—of 
events every day, requiring sophisticated tools to man-
age this volume of data. In “� e Operational Role of 
Security Information and Event Management Systems,” 
by Sandeep Bha� , Pratyusa K. Manadhata, and Loai 
Zomlot, we learn about security information and event 
management systems and the challenges organizations 
face with event processing.

Our adversaries are amazingly coordinated. � ey 
do a far be� er job sharing information than we do. It’s 
becoming clear that the good guys need to � nd ways 
to share actionable information in real time to coun-
ter this threat. In “Security Automation and � reat 
Information- Sharing Options,” by Panos Kampanakis, 
we learn about the alphabet soup of emerging security 
information-sharing standards.

In “An Anthropological Approach to Studying 
CSIRTs,” Sathya Chandran Sundaramurthy and his col-
leagues take an ethnographic approach by embedding 

I believe that all security professionals can 
benefi t from having a better understanding 

of CSIRTs, and CSIRTs can benefi t from 
the diverse knowledge and experiences of 

other parts of the security community.
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one of their researchers in a CSIRT to learn what 
really goes on and posit ways traditional cybersecurity 
researchers can improve SOCs and CSIRTs.

Finally, we get an organizational psychologist’s 
view in “An Organizational Psychology Perspective 
to Examining Computer Security Incident Response 
Teams,” in which Tiffani R. Chen and her colleagues 
give us a deeper understanding of CSIRT job require-
ments and develop a set of recommendations to help 
individuals, teams, and multiteam systems collaborate 
more effectively.

T his special issue will give you a greater under-
standing of what CSIRTs are and how they work. 

For the security researcher, these articles highlight chal-
lenges faced by operational security, presenting oppor-
tunities for new research avenues. Security practitioners 
can use the diverse perspectives presented in these arti-
cles to help them be more effective at their jobs. And 
policy makers can gain insights into how their work 
might impact these critical organizations. 
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