
17IEEE SIgnal ProcESSIng MagazInE   |   January 2019   |

from the guest editors
Meinard Müller, Bryan A. Pardo, Gautham J. Mysore, 
and Vesa Välimäki

Music is a ubiquitous and vital part 
of our lives. Thanks to the digital 
revolution in music distribution 

and storage, music has become one of 
the most popular categories of multime-
dia content. In general terms, music pro-
cessing research contributes concepts, 
models, and algorithms that extend our 
capabilities of accessing, analyzing, 
manipulating, and creating music. Given 
the complexity and diversity of music, 
researchers must account for various 
aspects, such as the genre, instrumenta-
tion, dynamics, tempo, rhythm, and tim-
bre. Music signals typically comprise a 
wide range and large number of different 
sound sources. Postprocessing and the 
use of audio effects in the mixing and 
mastering stages may further complicate 
the analysis of recorded musical materi-
al. Furthermore, music is inherently mul-
timodal, incorporating speech-like 
signals (singing), video (of live perfor-
mances), and still images (scanned 
music scores). This wealth of data makes 
music processing a challenging field of 
research and closely connected to areas 
such as audio and acoustic signal pro-
cessing, multimedia signal processing, 
and machine learning.

Compared with speech processing, 
a research field with a long tradition, 
music processing is still a relatively 
young discipline, but it is rapidly growing. 
In recent decades, the music processing 
community has come together by orga-

nizing major annual conferences on top-
ics including music information retrieval, 
sound and music computing, audio-
effects processing, computer music, 
and applications in audio engineering. 
Although computer-based music research 
has traditionally been conducted using 
symbolic representations, the research 
focus has shifted to other types of music-
related data including audio recordings, 
digitized images, music videos, and other 
types of sensor data. As a consequence, 
digital signal processing has found its way 
into many research communities dealing 
with music-related data.

In this special issue of IEEE Signal 
Processing Magazine (SPM), we survey 
recent advances in music processing 
with a focus on audio signals. Eleven 
articles cover topics including music 
analysis, retrieval, source separation, 
singing-voice processing, musical sound 
synthesis, and user interfaces, to name 
a few. The tutorial-style articles provide 
an overview of theory and applications 
and discuss main advances. Although 
music processing has benefited a lot 
from traditional fields, such as signal pro-
cessing, we hope to convince the reader 
that the rich and challenging problem 
domain of music also has many things 
to offer to signal processing and other 
research disciplines.

We start the special issue with the 
classic problem of music transcription, 
where the objective is to extract note 
events, key signature, time signature, 
instrumentation, and other score param-
eters from a given music recording.  

“Automatic Music Transcription” by 
Benetos et al. gives an overview of com-
putational algorithms for converting a 
music signal to written music notation, 
with an emphasis on approaches for 
transcribing polyphonic music produced 
by pitched instruments and voice. The 
article details the methodology used in 
the two main families of approaches: 
those based on deep learning and those 
based on nonnegative matrix factor-
ization (NMF). It also links automatic 
music transcription to other problems 
found in the broader field of digital sig-
nal processing, including multiple-F0 
estimation, instrument recognition, and 
source separation.

Music signals contain complex mix-
tures of different yet highly correlated 
sound sources, which creates a chal-
lenge for processing. For example, a 
singer, a guitarist, a keyboard player, 
and a drummer may be active at the 
same time, following the same rhyth-
mic pattern, and playing notes that 
are harmonically related. In “Musical 
Source Separation,” Cano et al. review 
the problem of recovering the individu-
al tracks as if they had been played in 
isolation. The article discusses sound 
characteristics of music signals and how 
these characteristics can be exploited 
to develop appropriate source-separa-
tion algorithms. Furthermore, it covers 
various key techniques including kernel 
additive models, NMF, sinusoidal mod-
els, and deep neural networks. Although 
music source separation has signifi-
cantly progressed over the last decade, 
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there are still numerous open problems, 
including the quality assessment of sep-
arated sources.

In the last ten years, music stream-
ing has become the predominant way 
of accessing and consuming music. 
Along with providing content, music 
streaming services also give personal-
ized recommendations based on play 
history or collaborative filtering. In 
this context, song descr iptors, such 
as genre, mood, instrumentation, and 
vocal qual ity, a re 
needed. Obtaining 
these descriptors by 
manual annotation 
is a costly and time-
consuming process 
that does not scale 
to huge music col-
lections. Therefore, 
computational approaches for music 
content understanding—including mu-
sic genre classification, music mood 
classification, and music autotagging— 
have become a major strand of research. 
The article “Deep Learning for Audio- 
Based Music Classification and Tag-
ging” by Nam et al. provides an up-
to-date survey of the deep network 
designs tailored for music classifica-
tion and tagging tasks. It covers best 
practices and applications to music ser-
vices and discusses the limitations of 
current approaches and open issues in 
this area of research.

The rapid growth of digitally available 
music data goes beyond audio recordings 
and includes other modalities, such as 
digitized images of sheet music, album 
covers, liner notes, and video clips. The 
following three articles are all concerned 
with exploiting, linking, and jointly 
analyzing this wealth of data. “Cross-
Modal Music Retrieval and Applica-
tions” by Müller et al. reviews several 
cross-modal retrieval scenarios, with a 
particular focus on sheet music (visual 
domain) and audio (acoustic domain). 
Given a query in one modality, the task 
is to retrieve semantically corresponding 
documents in some other modality. By 
bridging the gap between various music 
representations, this technology enables 
music navigation and browsing applica-
tions, including the classic problem of 

automated score following. Besides tra-
ditional approaches based on musically 
motivated features, this article also dis-
cusses generalized audio fingerprinting 
and recent data embedding techniques 
based on deep learning.

The article “Audiovisual Analysis 
of Music Performances” by Duan et al. 
shows the growing significance of jointly 
analyzing audio and visual data for mu-
sic, with a specific focus on music per-
formance. This cross-modal approach 

is of particular rel-
evance for tasks, such 
as tracking a musi-
cian’s fingering or a 
conductor’s gestures, 
for which the video 
provides informa-
tion that is comple-
mentary to the audio 

signal. The article provides an overview 
of analyzing performances in which the 
audio and video have both static cor-
respondences (such as musicians in an 
orchestra whose relative positions do not 
change) and dynamic correspondences 
(such as vibrato analysis).

Goto and Dannenberg’s article,  
“Music Interfaces Based on Automatic 
Music Signal Analysis,” shows how 
music processing techniques open up 
new possibilities for developing interac-
tive music systems and Web services. 
Such interfaces include audiovisual ele-
ments based on structural segments, 
beats, melody line, and chords to sim-
plify audio navigation or enrich listen-
ing experience. As for music production, 
intelligent audio editors allow users to 
identify and rearrange drums patterns 
and other score-based sound events.

The human voice plays an integral 
part in nearly all music cultures. There-
fore, it is not surprising that the analysis, 
synthesis, and classification of music 
signals that involve the human voice is 
at the core of music signal processing. 
Singing not only differs fundamentally 
from spoken language but often occurs 
in a polyphonic context and in combi-
nation with other instruments. Thus, it 
requires computational approaches that 
are different from those used in speech 
processing. The article “An Introduction 
to Signal Processing for Singing-Voice 

Analysis” by Humphrey et al. covers 
fundamentals of the human voice and 
vocalization techniques. Based on time–
frequency patterns specific to singing, 
various music processing tasks, such as 
singer activity detection, melody estima-
tion, genre classification, and intonation 
estimation, are covered. Furthermore, 
the article highlights the unique dif-
ficulties that are faced when dealing 
with music, where tasks such as language 
identification, audio–lyrics alignment, 
and lyrics transcription (tasks that are 
also well known in speech processing) 
become extremely challenging.

While the article by Humphrey et al. 
treats singing-voice processing from an 
analysis perspective, the contribution 
“Speech-to-Singing Voice Conversion” 
by Vijayan et al. approaches this topic 
from a synthesis perspective. It covers 
the problem of converting a speaking 
voice into a singing one while preserv-
ing the linguistic content and the speak-
er’s vocal identity. While discussing 
template- and model-based key tech-
niques for singing synthesis, the article 
highlights the differences between sing-
ing and speaking in terms of dynamic 
range, pitch variations, and duration of 
the linguistic content.

Continuing with music synthesis, 
the article “Model-Based Digital Pia-
nos” by Bank and Chabassier addresses 
the task of developing digital sounds 
that mimic the sound of an acoustic 
piano. The authors review the phys-
ics of the piano and then introduce a 
comprehensive physical model consid-
ering hammer motions, string vibra-
tions, soundboard, and sound radiation. 
Such models can become prohibitively 
expensive to compute. Therefore, when 
developing real-time sound-synthesis 
applications, one requires model simpli-
fications that do not sacrifice perceptual 
quality. The article reviews optimiza-
tion approaches that neglect inaudible 
phenomena and enhance the physical 
models with perceptually appropriate 
modifications.

Nogueira et al. shine another light 
on music signals and their properties 
in their article “Making Music More 
Accessible for Cochlear Implant Lis-
teners” by adopting the perspective of 
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hearing-impaired listeners. Although 
cochlear implants (CIs) enable users to 
understand continuously spoken speech 
to a high degree, music features, such as 
pitch and timbre, are still poorly trans-
mitted. The contribution discusses vari-
ous signal processing methods (e.g., the 
amplification of a song’s melody or the 
simplification of the music content) that 
make music more accessible and enjoy-
able for CI users. Finally, the authors 
address the problem of objective and 
subjective evaluation measures used 
to assess the quality of the transmitted 
music signal.

In applied research areas, such as 
music signal processing, theoretical con-
cepts need to be implemented and evalu-
ated using real-world data in concrete 
application scenarios. Implementation 
details can have a substantial impact on 
the overall performance of a given sys-
tem. In practice, it is often nearly impos-
sible to specify all relevant factors of an 
experiment, including design choices in 
signal processing and machine-learning 
approaches, the exact composition of 
the data collection used, and implicit 
assumptions in the evaluation process. 
In “Open-Source Practices for Music 
Signal Processing Research,” McFee  
et al. give recommendations on best prac-
tices for open-source software develop-
ment in the context of music information 
retrieval applications. Furthermore, 
they lay out future directions for incor-
porating open-source and open-science 
methodology—a topic that pervades all 
data-driven areas of signal processing.

Many people contributed to com-
piling this special issue, which is the 
result of a team effort throughout the 
whole research community. First, we 
thank SPM’s Special Issues Area Edi-
tor Douglas O’Shaughnessy, IEEE 
Signal Processing Society Publica-
tions Administrator Rebecca Wollman, 
and Managing Editor Jessica Welsh 
for helping with the organization and 
production of this issue. Furthermore, 
we thank the many reviewers for their 
detailed and constructive comments 
throughout several rounds of revision. 
Last but not least, we thank the authors 

for writing tutorial-style articles and 
finding a way to be comprehensive and 
compact, instructive, and entertaining, 
while covering basic principles and 
state-of-the-art techniques.

Music signal processing is an excit-
ing and challenging area of research. 
Music not only connects people but also 
relates to many different research disci-
plines. This interdisciplinary perspec-
tive is becoming commonplace in music 
technology research labs and enabling 
novel algorithm development. We hope 
that this special issue provides examples 
of such work and inspires new ideas that 
cross boundaries of the IEEE Signal 
Processing Society and other fields.
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