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Perspectives in Autonomous Systems Research

Today, many devices (e.g., cars and 
other vehicles) we operate for vari-
ous tasks (e.g., to go from place A to 

place B) are changing: in the past, they 
were characterized by a body and con-
trol actuators that allowed us to perform 
these tasks. These days, they are not sim-
ply passive recipients of our instructions; 
rather, they have become proactive tools 
performing the assigned task (or parts of 
it) by making autonomous decisions 
based on signals from their sensors.

Therefore, more of these devices can 
be classified as autonomous systems. 
The level of autonomous decision mak-
ing can be device dependent but, in every 
case, involves efficient multimodal sig-
nal processing capabilities. Such devices 
become our agents and have to relate 
multisensorial data representations to 
their actions and to the action context. 
Such a context includes the target of the 
agent’s task, i.e., the action motivation 
and the user, in cases in which the task is 
only partially automated.

What is our role as signal process-
ing researchers in autonomous systems 
research? For many years, our commu-
nity has developed theories and meth-
ods to obtain optimal representations of 
received/observed heterogeneous sig-
nals. Optimality concepts often have been 
expressed at the signal level, as the signal 
representation was just a filtered version of 
the signal itself; in other cases, we had to 
provide optimal discrete variables or labels 
as signal processing output. Segmentation 

of video sequences or speech can be such 
examples. Some of us are used to working 
up to the semantic signal analysis level by 
providing semantic labels to signal seg-
ments and associating a meaning to such 
labels. This moves toward pattern rec-
ognition, which, for many of us, is just 
a mapping of signals to discrete variable 
domains or label sets. When signal pro-
cessing is used within an autonomous sys-
tem, the optimization functional changes 
again. Here, the optimality is often related 
to the fact that signals are processed with-
in the agent perception–action cycle aim-
ing at agent decision making for reaching 
an optimal dynamic equilibrium with the 
environment and the agent’s user.

Autonomous cars, drones, robots, 
cognitive radios and radars, and intelli-
gent buildings (and much more to come) 
will be the agents for which we have to 
provide solutions. Video, acoustic, tactile, 
and radio signals will be just some of the 
sensorial signals that should be processed 
by an agent in real time, for example, 

 ■ to interpret the external situation in 
which it operates

 ■ to relate a situation to its internal 
state, by observing it with other pro-
prioceptive sensors, so that it becomes 
self-aware

 ■ to use representations to help its own 
control blocks to drive its actuators

 ■ to be able to explain at subsymbolic 
and symbolic levels the reasons for 
its own choices (see Figure 1).
Over the last decade, researchers have 

been proposing and investigating com-
puting systems with advanced levels of 
autonomy to manage the ever-increasing 

requirements in complexity. An autono-
mous system is an artificial system able to 
perform a certain number of tasks with a 
high degree of autonomy. Many real-world 
systems frequently experience nonstation-
ary conditions (i.e., unknown situations) due 
to uncertain interactions with the environ-
ment (including human agents) and users, 
failures, or structural changes. Autonomous 
systems aim at building up behavior rules 
over time by learning, through interactions 
with the environment with complex percep-
tion–action cycles, to deal with environ-
ment changes and uncertainties.

A fully autonomous system can
 ■ gain information about the environment
 ■ work for an extended period without 

human intervention
 ■ move either all or part of itself 

throughout its operating environ-
ment without human assistance

 ■ avoid situations that are harmful to 
people, property, or itself unless those 
are part of its design specifications.
An autonomous system may also 

learn or gain new knowledge, such as 
adjusting for new methods of accom-
plishing its tasks or adapting to chang-
ing surroundings. From an industrial 
point of view, autonomous systems have 
exhibited impressive growth in the last 
decade, notably in autonomous cars, 
robots, and drones.

Signal processing plays an important 
role in the perception–action cycle of 
autonomous systems.

 ■ In autonomous system perception, 
signal analysis is important for any 
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perception modalities, e.g., visual, 
sonar/ultrasound, laser, or radio/GPS.

 ■ In autonomous system communica-
tions, signal (e.g., video) compression, 
transmission, and error resilience are 
very important aspects.

 ■ In autonomous system action, adap-
tive signal processing can play 
an  important role in command 
and control.
The IEEE Signal Processing Soci-

ety (SPS) recognized the immensity of 
the challenges ahead and the research 
potential and launched the Autono-
mous Systems Initiative (ASI) during 
the 2018 IEEE International Conference 
on Image Processing. From a scientific 
point of view, ASI can cover the follow-
ing areas:

 ■ perception
 ■ sensor-information processing

 ■ mission planning and control
 ■ machine learning for perception and 

control
 ■ robust, secure mobile communica-

tions
 ■ embedded systems
 ■ security
 ■ societal issues, e.g., data protection 

and privacy.
From an industrial/sectorial point of 

view, it can cover autonomous systems 
operating in any environment, whether 
on land, underwater, in the air, under-
ground, or in space. More specifically, 
this includes

 ■ autonomous cars
 ■ autonomous robotic systems
 ■ marine, underwater vessels
 ■ drones and unmanned aircraft.

ASI is expected to draw significant 
interest within the SPS constituency 

but also in the wider scientific com-
munity and related industries. To this 
end, it will cooperate with all relevant 
SPS technical committees, which will 
have representatives in ASI. The cre-
ation of SPS megatrend ASI will boost 
SPS involvement in this important and 
expanding area and allow interaction 
with other IEEE Societies. Further-
more, it will allow interfacing with 
other related scientific communities and 
industrial bodies.

In the last year, ASI has established 
its bylaws and built an organizational 
structure (steering committee, mem-
bers, and associate members). The ASI 
website (https://ieeeasi.signalprocess 
ingsociety.org/) and a Google docs drive 
have been created and populated, where 
a wealth of various ASI activities (spe-
cial issues, special sessions, tutorials, 
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FIGURE 1. An architecture for a self-aware autonomous system. The autonomous vehicle observes the surrounding environment with exteroceptive sen-
sors (blue) and its internal state with proprioceptive sensors (green). It translates its autonomous decisions into actions through actuators (red). The 
self-awareness core is able to forecast the next state of the environment and of the system itself to detect anomalies and execute the derived actions.
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and workshops) are detailed. Any inter-
ested engineer or scientist is welcome to 
join as an ASI member, associate mem-
ber, or volunteer by following the pro-
cedures described on the ASI website 
and to contribute to ASI activities.

Proposals on ASI-related activities 
(e.g., courses, special sessions/issues, 
workshops, or competitions) for synergies 
within SPS, IEEE Societies, and other 
scientific communities and relevant 
industrial bodies are welcome from any-
one who can send an email to ASI Chair  
Prof. Ioannis Pitas and/or ASI Vice Chair 
Prof. Carlo Regazzoni.
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