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Privacy as a Feature for Body-Worn Cameras

Body-worn cameras (BWCs) are 
becoming increasingly prevalent 
within today’s society. These devices 

are now commonly seen on supermarket 
assistants, shopping center security 
guards, and public transport staff. 
Schools are also trialling BWCs on 
teachers to monitor students’ behavior 
[1]. The use of BWCs is believed to 
promote the transparency and account-
ability of behaviors as well as the 
security of the wearer [2], [3]. With an ex -
pected shipment of more than 5 million 
units in the next year [4] and a com-
pounded annual growth rate of 16% in 
the next five years [5], BWCs will be -
come a permanent feature within every-
day life. Such an uptake of BWCs marks 
a transition from purposive to passive 
data collection.

In this article, we discuss the threat 
to privacy that this passive data collec-
tion creates, along with opportunities 
to mitigate this risk. Furthermore, we 
argue that the use case of BWCs at work 
will stimulate the development of solu-
tions that prevent the collection of data 
that could infringe upon the privacy of 
the wearer. Finally, we discuss the desir-
able properties of privacy-enhancing 
technologies (PETs) for BWCs.

BWCs record large quantities of audio-
visual and inertial data that, instead of 
collecting only select, primary informa-
tion that is relevant to the intended use, 
also capture secondary information that 
is irrelevant for the intended purpose [6]. 

The recording of an interaction with an 
aggressive customer is an example of pri-
mary information, whereas the identity 
of other customers waiting to be served 
is an example of secondary information. 
Collecting secondary information, which 
may be personally identifiable infor-
mation (i.e., information relating to an 
identified or identifiable natural person), 
goes against the principle of data mini-
mization prescribed in data-protection 
regulations [7].

Primary and secondary information 
captured by BWCs can be used to com-
prehensively describe the behaviors of 
the wearer. Such a description may be 
employed to profile wearers through 
their physical characteristics [8], [9], 
their activities [10], the foods they eat 
[11], and how they interact with others 
[12]. Each additional day of BWC usage 
marks the collation of more information, 
also enabling the inference of insights 
that are not directly observable. Exam-
ples of such insights are how active the 
wearers are, what motivates them, and 
their psychological profiles. In detail-
ing the condition of the wearer, these 
profiles are, in practice, also becoming 
health records, with potentially greater 
levels of detail than obtained through 
clinical interaction.

The exploitation of profiles derived 
from users’ online behaviors has already 
led to public controversies [13], [14]. 
This is due, in part, to the asymmetric 
power relation between users and pro-
viders who shift the responsibility of 
privacy choices to users through lengthy 
and complex privacy notices. These 

notices are often written more to pro-
tect the provider than to inform users, 
whose consent should be a “freely 
given, specific, informed and unam-
biguous indication of the data sub-
ject’s wishes” [7].

The situation changes when BWCs 
are used by employees (e.g., shop assis-
tants or security staff) because the 
dependence of the wearer upon the orga-
nizations collating their data (i.e., their 
employer) invalidates any consent pro-
cesses, as the consent cannot be assumed 
to be “freely given” [7]. It is, therefore, 
the responsibility of the employer to 
protect the privacy of employees wear-
ing BWCs and to safeguard BWC data 
(and any information therein) through a 
duty of confidentiality. 

Maintaining confidentiality becomes 
more challenging when the data are 
accessed by an external company. As 
each individual wearer generates large 
volumes of data, employers (i.e., data 
controllers [7]) must seek ways to store 
and manage the BWC data produced.  
These solutions and their operation are 
often beyond the capabilities of the or -
ganizations adopting the technology, 
encouraging the outsourcing of the han-
dling and curation of BWC data. This 
new landscape creates an urgent need 
for BWC solutions that offer privacy as 
a feature and enable employers to gov-
ern access to their employees’ private, 
secondary information.

PETs aim to minimize access to 
data representing personal, secondary 
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information without compromising sub-
sequent services that use the data. PETs 
may be applied once the data are trans-
ferred to a content management system 
or may be integrated within BWCs and 
transform the data in the device itself, 
prior to their transfer.

BWCs capture time-varying informa-
tion in audio, inertial measurements and 
video data, all of which are difficult to 
protect using standard privacy-preserv-
ing approaches, such as differentially 
private protocols [15]. PETs designed for 
BWCs should be protective, reliable, and 
operative (these properties are a selected 
subset from those listed in [16] and have 
been adapted to be specific to BWCs). A 
PET is protective if it safeguards private, 
secondary information that is not neces-
sary for the service, reliable if it does not 
affect the service and maintains perfor-
mance, and operative if it integrates eas-
ily with existing work practices and its 
functions are explainable.

The design of PETs also requires the 
identification of who or what the private 
information should be protected from: 
individuals observing the data or algo-
rithms extracting sensitive information. 
Although protection from individu-
als can be implemented using standard 
access control procedures, the pro-
tection from algorithms is a recent and 
growing challenge.

Algorithmic inferences on audio data 
can reveal a wide range of potentially 
private information, such as one’s height and 
weight [17], emotional state [18], [19], and 

health conditions [19]. Motion sensor 
data collected by inertial measurement 
units can also reveal information about 
an individual’s physical characteristics, 
such as height and weight [20], level of 
activity [21], and changes in behavioral 
patterns [22]. These data may be protect-
ed with PETs developed for other types 
of devices and that use transformations 
of the data [23]. Protecting BWC video 
data is, however, more challenging.

To preserve the privacy of bystanders 
captured in BWC videos, PETs designed 
for traditional stationary cameras could 
be adopted, but additional steps are 
required to ensure that the privacy-pre-
serving methods remain effective. In fact, 
the unique challenges associated with 
BWC videos [24], such as motion blur 
and poorly framed content (Figure  1), 
hinder the direct application of PETs 
designed for stationary cameras. Also, to 
preserve the privacy of the wearer, new 
solutions are needed for video data. This 
is a distinct challenge in BWCs, as they 
capture a unique first-person viewpoint 
[25], which may include the wearer han-
dling medications or close-ups of smart-
phone screens (Figure 2). Furthermore, 
BWCs indirectly disclose the activi-
ties of the wearer, which are captured 
through the motion of the camera itself 
[26]. Such motion information is difficult 
to disentangle from the primary visual 
information needed for the intended use 
of the video data, making the design of 
obfuscation or data-minimization tech-
niques that prevent the collection of this  

secondary information an important re -
search opportunity. 

In conclusion, the increasing adop-
tion of BWCs presents the research 
community with several new challenges 
associated with the development of 
PETs that are specific to the unique type 
of first-person data collected by BWCs. 
These PETs should not only operate 
on each modality (vision, sound, and 
inertial) independently, but also across 
modalities, as cross-modal correlations 
heighten the threat to privacy [27].

Acknowledgments
We wish to thank the Alan Turing Insti-
tute (EP/N510129/1), which is funded by 
the U.K. Engineering and Physical Sci-
ences Research Council, for its support 
throughout the project Privacy-Preserving 
Multimodal Learning for Activity Recog-
nition (PRIMULA).  

Authors
Maria S. Cross (m.s.cross@se18.qmul 
.ac.uk) received her M.Sc. degree in 
artificial intelligence from Queen Mary 
University of London (QMUL), United 
Kingdom, and her Ph.D. degree in 
health informatics from the University 
College London, United Kingdom. She 
is currently a postdoctoral research 
assistant at the Centre for Intelligent 
Sensing, QMUL.

Andrea Cavallaro (a.cavallaro@qmul 
.ac.uk) is a professor of multimedia signal 
processing at Queen Mary University of 
London (QMUL), United Kingdom, and a 

(a) (b)

FIGURE 1. The challenges of BWC video data include (a) poor framing and (b) low visual quality due, for example, to motion blur or overexposure.  
(Used with permission from [24] and [25].) 
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FIGURE 2. The unique first-person viewpoint captured by BWCs may include (a) smartphone screens and (b) personal documents. (Used with permission from [25].)


