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iological research on the funda-
mental structural and functional 
properties of life—from molecules 

to cells, tissues, organs, and complete 
organisms, including human life—
relies heavily on advanced imaging 
systems and measurement devices gen-
erating data of ever-increasing quantity 
and complexity. Automated processing 
and analysis of these data through increas-
ingly sophisticated computational meth-
ods have become indispensable in 
exploiting relevant information and 
enabling researchers to detect patterns that 
may be unnoticeable to human senses.

For a long time, the primary modus 
operandi in developing such methods 
has been to hand-design mathemati-
cal models of underlying phenomena 
and translate them into computational 
algorithms. In the past decades, many 
models have been successfully devel-
oped for typical biological data analysis 
tasks, such as image/signal reconstruc-
tion, restoration, enhancement, detection, 
segmentation, tracking,  classification, 
and quantification. However, the manual 
engineering of dedicated solutions does 
not scale well with the growing number 
of application domains and increasing 
data volumes.

Recently, a major paradigm shift 
has taken place with the widespread 
adoption and application of deep learn-
ing technologies, which are now rap-

idly replacing traditional data analysis 
approaches in virtually all fields of sci-
ence, including biological image and sig-
nal processing. With sufficient training 
data and computing power, deep artifi-
cial neural networks can learn the right 
data-driven models for virtually any 
analysis task. Deep learning has become 
a popular approach for solving a wide 
range of biological data analysis prob-
lems where multimodal, multidimen-
sional, multiparametric data sets need to 
be jointly processed, posing a clear chal-
lenge to traditional methods. Yet many 
scientific and engineering difficulties 
remain to further improve the perfor-
mance of deep learning methods and 
make them reliable enough for critical 
tasks in biological research applications.

This special issue of IEEE Signal 
Processing Magazine surveys recent 
advances in deep learning for applica-
tions in biological image and signal 
processing. Focusing on  fundamental 
biological research, it fills a gap left 
by special issues of other journals, 
which covered deep learning for clini-
cal medical imaging applications (IEEE 
Transactions on Medical Imaging, May 
2016, June 2018, and October 2021; 
IEEE Journal of Biomedical and Health 
Informatics, July 2019 and April 2020; 
and IEEE Journal of Selected Topics 
in Signal Processing, October 2020) 
and more general computer vision and 
image/signal processing applications 
(IEEE Journal of Selected Topics in Sig
nal Processing, February 2021; IEEE 

Signal Processing Magazine, November 
2017; and International Journal of Com
puter Vision, May 2015 and April 2020). 
The seven articles selected from three 
dozen submissions cover a range of top-
ics in terms of data modalities, process-
ing tasks, and applications, as outlined 
in the following.

In This Issue
Image fidelity and quality are funda-
mental factors determining the likeli-
hood of success in biological image 
analysis. Thus, the first three articles are 
concerned with image formation, recon-
struction, and enhancement. In “Unsu-
pervised Deep Learning Methods for 
Biological Image Reconstruction and 
Enhancement: An Overview From a 
Signal Processing Perspective,” Akçaka-
ya et al. observe that while deep learn-
ing has become popular for solving 
inverse problems, the reference data 
required for supervised learning meth-
ods are often unavailable, which calls 
for unsupervised approaches. The 
authors review two such techniques, 
namely, self-supervised learning and the 
use of generative adversarial networks.

Another observation, made by Ben 
Sahel et al. in “Deep Unrolled  Recovery 
in Sparse Biological Imaging: Achieving 
Fast, Accurate Results,” is that objects of 
interest in biological imaging are typi-
cally smaller than the diffraction limit 
of the imaging system, which presents 
a challenge for subsequent analysis. 
At the same time, the images are often 
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sparse, which enables leveraging spe-
cialized approaches. The article surveys 
how algorithm unfolding—a strategy for 
designing deep neural networks based 
on domain knowledge—enables ultra-
high-speed superresolution imaging in 
single-molecule localization microsco-
py, ultrasound localization microscopy, 
and other potential applications.

High-speed imaging is also often 
needed in neuroscience studies of cel-
lular activity and neural circuits in liv-
ing brain tissue. One of the best ways to 
capture the fast dynamics of large popu-
lations of neurons in three dimensions 
is by using scanless imaging techniques, 
such as light field microscopy. Howev-
er, unlike with scanning microscopes, 
faithful volumetric reconstruction from 
light field data is challenging due to the 
reduced spatial resolution, light scat-
tering in deep tissues, and spatial and 
temporal sparsity of the fluorescent 
signals. In “Light-Field Microscopy for 
the Optical Imaging of Neuronal Activ-
ity: When Model-Based Methods Meet 
Data-Driven Approaches,” Song et al. 
review how incorporating model-based 
priors in deep learning-based methods 
can improve image reconstruction.

Once image acquisition is complete, 
various processing operations need to be 
performed to obtain the desired quantita-
tive measurements for downstream analy-
ses, depending on the goals of the study 
at hand. The article “A Practical Guide to 
Supervised Deep Learning for Bioimage 
Analysis: Challenges and Good Practices,” 
by Uhlmann et al., reviews key challenges 
faced by practitioners in using supervised 
deep learning models for this purpose. It 
outlines best practices to answer ques-
tions about choosing a pretrained model, 
dealing with discrepancies between the 
training data and a user’s data, assessing 
the reliability of results, and avoiding the 
misuse and overuse of deep learning.

The final three articles focus on deep 
learning for neuroimage and neurosignal 
processing. Neuroimaging data are often 
high dimensional, multimodal, hetero-
geneous, and lacking solid ground truth, 
and the sample size may be quite limited, 
which hampers the use of deep learning. 
In their article “Deep Learning in Neuro-
imaging: Promises and Challenges,” Yan 

et al. survey the state of the art in using 
deep learning for diverse categories 
of neuroimage analysis tasks, including 
classification for biomarker detection; 
regression for brain age prediction; lever-
aging functional dynamic, multimodal, 
and multisite information; and visualizing 
and interpreting results.

As in many other fields, the interpret-
ability and explainability of deep learning 
models and results are receiving increasing 
attention in biological image and signal 
processing, as they help us gain a better 
understanding of and confidence in the pre-
dictions made by the models. “Explainable 
Artificial Intelligence for Magnetic Reso-
nance Imaging Aging Brainprints: Grounds 
and Challenges,” by Boscolo Galazzo  
et al., explores this topic, with a focus on 
neuroimaging research into brain aging. 
Specifically, the authors discuss the use of 
machine and deep learning in modeling the 
complex interplay between endogenous 
and exogenous factors of different types 
and their impact on brain aging in health 
and disease.

Another important noninvasive tool 
in neuroscience is electroencephalogra-
phy (EEG), which measures the electrical 
activity of the brain and is used in many 
applications, such as brain–computer 
interfacing, clinical diagnostics, and cog-
nitive monitoring. “Toward Open-World 
Electroencephalogram Dec oding via Deep 
Learning: A Comprehensive Survey,” by 
Chen et al., discusses how deep learn-
ing methods may improve the decoding 
of EEG signals in real-world scenarios, 
where unseen and unexpected situations 
can easily emerge, which is a problem 
for traditional methods designed in more 
static, well-controlled lab environments. 
This touches on the topics of robustness 
and generalizability, which, in addition to 
others mentioned in the preceding, are key 
issues in designing deep learning solutions 
for biological image and signal processing 
across the board. Altogether, the articles in 
this special issue highlight many research 
directions for solving these matters.
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