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The July issue of IEEE Signal Pro-
cessing Magazine (SPM) is a special 
issue focused on “Explainability in 

Data Science: Interpretability, Reproduc-
ibility, and Replicability.” With increased 
enthusiasm for machine learning, it is a 
very timely topic, and I invite every IEEE 
Signal Processing Society (SPS) member 
to read these very instructive papers.

The “classical” scientific approach 
is based on models, designed with re-
alistic assumptions on the problem to 
solve. The main advantage of such an 
approach is to provide direct explain-
ability of the results. The limitation is 
the model’s complexity, which is lim-
ited: it is usual to claim following G. 
Box: “ a model is always wrong, but it 
can be useful” [1].

With the data deluge we have ex-
perienced in recent years, many more 
data-driven methods have been devel-
oped with great success. Their main 
advantage is that they do not first re-
quire the designing of a model. This 
is also their drawback as many of 
them are black boxes: explaining their 
results is tricky and requires a lot of 
effort and additional experiments. As 
data science, including machine learn-
ing and deep learning, are currently 
ubiquitous in all domains, explainabil-
ity in data science is essential, espe-
cially for critical application domains 
like medicine and health, control of 
autonomous vehicles, and face recog-
nition, to name a few.

In addition to intellectual satisfac-
tion and trust for the user provided by 
explainability, in the European Union, 
as it is recalled in the article “Robust 
Explainability” in this month’s issue 
(page 73), the General Data Protec-
tion Regulation adopted in May 2018 
states that individuals have the right to 
an explanation of a decision based on 
automated processing [2].

This special issue, 
comprised of nine ar-
ticles, illustrates very 
well the meaning and 
relevance of the key 
concepts of interpret-
ability, replicability, 
and reproducibility. 
It provides a panora-
ma of methods for achieving explain-
ability for 1) different architectures, 
from two- or N-way arrays and graph 
representation or neural networks, for 
2)  different tasks like regression, clas-
sification of images or classification of 
time series, extraction of information 
from documents or images, and for 3) dif-
ferent applications in health care, or even 
more surprisingly, in art for understand-
ing how generative/creative algorithms 
produce new ideas and artifacts [see the 
“Explaining Artificial Intelligence Gen-
eration and Creativity” article in this is-
sue (page 85)].

I close with a few observations. In 
data-driven approaches, data are the 
core of the methods and of the quality 
of the results. Practically, the quality 
of the data (e.g., noiseless or noisy) 
and its representativity are essential to 

achieve relevant results. Poor data can 
be responsible for wrong or biased 
results. This was clearly shown in 
the articles of the SPM special issues 
on affective computing [3]: basic fa-
cial expressions (happiness, surprise, 
fear, disgust, anger, and sadness) are 
strongly variable and interdependent 
of the culture, gender, and so on. This 
variability can lead to bias in emotion 

classification. The 
recent examples in 
health care [4] re-
port how algorithms 
trained with (gender 
or race) imbalanced 
data can lead to very 
bad performance for 
the underrepresent-

ed population. In fact, it is not surpris-
ing, as in data science, the black-box 
model is directly inherited from the 
data x. The output y = f(x), estimated 
by learning, will have poor general-
ization for inputs x, which are outside 
the subspace containing the training 
data x!

2023: SPS 75th Anniversary
In 2023, we will celebrate the 75th an-
niversary of the SPS. On this occasion, 
a special issue of SPM will be published 
in June 2023. For its 50th anniversary, 
in 1998, the SPS worked with the IEEE 
History Center to prepare a monograph 
outlining the history of the Society 
from 1948 to 1998 [5]. You can also find 
important dates online at https://ethw.
org/IEEE_Signal_Processing_Soci
ety_History.
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In the 75th Anniversary Special Is-
sue, we focus on what has happened 
over the last 25 years, the perspectives 
in SPS, and more generally, in the do-
main of signal and image processing. 
A Call for Papers has recently been 
published, and I invite authors to con-
tribute to this special issue by submit-
ting papers tracing the evolution during 
the last 25 years and perspectives on 
the concepts and high impact progress 
that has taken place in the areas of sig-
nal and image processing. If you have 
an idea that you want to discuss before 
submission, don’t hesitate to contact me 
or the SPM area editors.
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We want 
to hear 
from you!

Do you like what you’re reading?    
Your feedback is important.  
Let us know—
send the editor-in-chief an e-mail!  
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