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Abstract—Encoding-decoding CNNs play a central role in data-
driven noise reduction and can be found within numerous deep-
learning algorithms. However, the development of these CNN
architectures is often done in ad-hoc fashion and theoretical
underpinnings for important design choices is generally lacking.
Up to this moment there are different existing relevant works
that strive to explain the internal operation of these CNNs. Still,
these ideas are either scattered and/or may require significant
expertise to be accessible for a bigger audience. In order to open
up this exciting field, this article builds intuition on the theory
of deep convolutional framelets and explains diverse ED CNN
architectures in a unified theoretical framework. By connecting
basic principles from signal processing to the field of deep
learning, this self-contained material offers significant guidance
for designing robust and efficient novel CNN architectures.

Index Terms—Denoising, convolutional neural network,
encoding-decoding.

I. INTRODUCTION

A well-known image-processing application is noise/artifact
reduction of images, which is consists in estimating a
noise/artifact-free signal out of a noisy observation. In order
to achieve this, conventional signal processing algorithms
often employ explicit assumptions on the signal and noise
characteristics, which has resulted in well-known algorithms
such as wavelet shrinkage [1], sparse dictionaries [2], total-
variation minimization [3] and low-rank approximation [4].
With the advent of deep learning techniques, signal processing
algorithms applied to image denoising, have been regularly
outperformed and increasingly replaced by encoding-decoding
convolutional neural networks (CNNs).

In this article, rather than conventional signal processing
algorithms, we focus on the so-called encoding-decoding
CNNs. These models contain an encoder which maps the input
to a multi-channel/redundant representations and a decoder,
which maps the encoded signal back to the original domain.
In both, the encoder and decoder, sparsifying non-linearities
which suppress parts of the signal are applied. In contrast with
conventional signal processing algorithms, encoding-decoding
CNNs are often presented as a solution which does not make
explicit assumptions on the signal and noise. For example, in
supervised algorithms, an encoding-decoding CNN learns the
optimal parameters to filter the signal from a set of paired
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examples of noise/artifact-free images and images contami-
nated with noise/artifacts [5], [6], [7], which highly simplifies
the solution of the noise-reduction problems, since this cir-
cumvents the use of explicit modeling of the signal and noise.
Furthermore, the good performance and simple use of encoder-
decoder CNNs/autoencoders have enabled additional data-
driven noise-reduction algorithms, where CNNs are embedded
as part of a larger system. Examples of such approaches are
unsupervised noise-reduction [8], denoising based on gener-
ative adversarial networks [9]. Besides this, smoothness in
signals can be obtained also by advanced regularization using
CNNs, e.g. by exploiting data-driven model-based iterative
reconstruction [10].

Despite of the impressive noise-reduction performance and
flexibility of encoding-decoding convolutional neural net-
works, these models have also downsides that should be
considered. First, the complexity and heuristic nature of such
designs often offers restricted understanding of the internal
operation of such architectures [11]. Second, the training and
deployment of CNNs requires specialized hardware and the
use of significant computational resources. Third and final, the
restricted understanding of the signal modeling in encoding-
decoding CNNs does not clearly reveal the limitations of such
models and, consequently, it is not obvious how to overcome
these problems.

In order to overcome the limitations of encoding-decoding
CNNs, new research has tackled the lack of explainability
of these models by acknowledging the similarity of the
building blocks of encoding-decoding CNNs applied to im-
age noise reduction and the elements of well-known signal
processing algorithms, such as wavelet decomposition, low-
rank approximation [12], [13], [14], variational methods [15],
lower-dimensional manifolds [8] and convolutional sparse
coding [16]. Furthermore, practical works based on shrinkage-
based CNNs inspired in well-established wavelet shrinkage
algorithms has further deepened the connections between
signal processing and CNNs [17], [18]. This unified treatment
of signal processing-inspired CNNs has resulted in more
explainable [6], [8], better performing [6] and more memory-
efficient designs [19].

This article has three main objectives. First, to summarize
the diverse explanations of the components of encoding-
decoding convolutional neural networks applied to image
noise reduction based on the concept of deep convolutional
framelets [12] and on elementary signal processing concepts.

0000–0000/00$00.00 © 2021 IEEE

ar
X

iv
:2

30
7.

13
42

5v
1 

 [
cs

.C
V

] 
 2

5 
Ju

l 2
02

3



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 2

Both aspects are considered with the aim of achieving an in-
depth understanding of the internal operation of encoding-
decoding CNNs and to show that the design choices have
implicit assumptions about the signal behavior inside the CNN.
A second objective is to offer practitioners tools for optimizing
their CNN designs with signal processing concepts. Third and
final, the aim is to show practical use cases, where existing
CNNs are analyzed in a unified framework, thereby enabling
a better comparison of different designs by making their
internal operation explicitly visible. Our analysis are based
on existing works [12], [6], [20], who analyzed CNNs where
the non-linearities are ignored. In this article, we overcome
this limitation and present a complete analysis including the
non-linear activations, which reveals important assumptions
implicit in the analyzed models.

The structure of this article is as follows. Section II in-
troduces the notation that is used in this text. Section III
describes the signal model and the architecture of encoding-
decoding networks. Afterwards, Section IV addresses funda-
mental aspects of signal processing, such as singular value
decomposition, low-rank approximation, framelets, as well
as the estimation of signals in the framelet domain. All the
concepts of Sections III and IV converge in Section V, where
the encoding-decoding CNNs are interpreted in terms of a
data-driven low-rank approximation and of wavelet shrinkage.
Afterwards, based on the learnings from Section V, Section VI
shows the analysis of diverse architectures from a signal
processing perspective and under a set of explicit assumptions.
Afterwards, Section VII explores if some of the theoretical
properties exposed here are related to trained models. Based
on the diverse described models and theoretical operation of
CNNs, Section VIII addresses a design criterion which can be
used to design or choose new models and briefly describes the
state-of-the art for noise reduction with CNNs. Finally, Sec-
tion IX elaborates concluding remarks and discusses diverse
elements that have not yet been (widely) explored by current
CNN designs.

II. NOTATION

Convolutional neural networks (CNNs) are composed by
basic elements, such as convolution, activation and down/up-
sampling layers. In order to achieve better clarity in the
explanations given in this paper, we define the mathematical
notation to represent the basic operations of CNNs. Part of the
definitions presented here are based on the work of Zavala et
al. [19].

In the following, a scalar is represented by a lower-case
letter (e.g. a), while a vector is represented by an underlined
lower-case letter (e.g. a). Furthermore, a matrix, such as an
image or convolution mask, is represented by a boldface
lowercase letter (e.g. variables x and y). Finally, a tensor is
defined by a boldface uppercase letter. For example, the two
arbitrary tensors A and Q are defined by

A =

 a00 . . . a0NC−1
...

. . .
...

aNR−1
0 . . . aNR−1

NC−1

 ,Q =

 q0

...
qNR−1

 . (1)

Here, entries arc and qr represent two-dimensional arrays
(matrices). Since the defined tensors are used in the context
of CNNs, matrices arc and qr are learned filters, which have
dimensions (NV×NH), where NV and NH denote the filter di-
mensions in the vertical and horizontal directions, respectively.
Finally, we define the total tensor dimension of A and Q by
(NC×NR×NV×NH) and (NR×1×NV×NH), where NR and
NC are the number of row and column entries, respectively. If
the tensor A contains the convolution weights in a CNN, the
row-entry dimensions represent the input number of channels
to a layer, while the number of column elements denotes the
number of output channels.

Having defined the notation for the variables, we focus on
a few relevant operators. First, the transpose of a tensor (·)⊺,
expressed by

Q⊺ =
(
q0 . . . qNR−1

)
. (2)

Furthermore, the convolution of two tensors is written as AQ
and specified by

AQ =


∑NR−1

r=0 a0r ∗ qr

...∑NR−1
r=0 aNR−1

r ∗ qr

 . (3)

Here, the symbol ∗ defines the convolution between two
matrices (images).

In this paper, images which are 2D arrays (matrices),
are often convolved with 4D tensors. When this operation
is performed, images are considered to have dimensions
(1 × 1 × NV × NH). In addition, in this paper matrix I is
the identity signal for the convolution operator, which for a
2D image is the Kronecker delta/discrete impulse (an image
with a single non-zero pixel with unity amplitude at the center
of the image). Furthermore, we indicate that variables in the
decoding path of a CNN are distinguished with a tilde (e.g.
K̃, b̃).

Additional symbols that will be used throughout the article
are the down- and up-sampling operations by a factor s,
which are denoted by f(s↓)(·) for down-sampling and for up-
sampling f(s↑)(·). In this paper, both operations are defined
in the same way as in multi-rate filter banks. For example,
consider the signal

x =
(
1, 2, 3, 4, 5, 6, 7, 8, 9, 10

)
. (4)

If we apply the down-sampling operator to x by a factor 2,
this results into

z = f(2↓)(x) =
(
1, 3, 5, 7, 9

)
, (5)

where z is the down-sampled version of x. Conversely, the
result of applying the up-sample operator f(2↑)(·) gives as
result

f(2↑)(z) =
(
1, 0, 3, 0, 5, 0, 7, 0, 9, 0

)
. (6)

Additional operators used in the article are the rectified linear
unit (ReLU), the shrinkage/thresholding and the clipping,
which are represented by (·)+, τ(·)(·) and C(·)(·), respectively.

For better clarity, the most important symbols used in this
article are summarized in Table I. In addition, the graphical
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Encoding-decoding 
network 𝐺(⋅) Noiseless estimateNoisy input

Encoding-decoding 
network 𝐺(⋅)

Noisy input Noiseless estimate+

-

Residual configuration

Non-residual configuration

𝐊଴

⊛

↑↓

+

𝑏 𝑡 𝑡

Tensor convolution Sum

ReLU Shrinkage Clipping

Down-sampling Up-sampling

Estimated noise

Fig. 1. Symbols used for the schematic representations of the CNNs addressed
in this article.

representations of some of the symbols that will be used to
graphically describe CNNs are shown in Fig. 1.

TABLE I
RELEVANT SYMBOLS USED IN THIS PAPER

Symbol Meaning

f(2↓)(·) Down-sampling operation.
f(2↑)(·) Up-sampling operation.

I Convolution identity.
K Encoding convolution kernel.
K̃ Decoding convolution kernel.
W Filters for the forward discrete wavelet transform.
W̃ Filters for the inverse discrete wavelet transform.
WH High-pass filters of the forward discrete wavelet transform.
WL Low-pass filter of the forward discrete wavelet transform.
x Noiseless image.
y Noisy image.
η Additive noise.
b Bias vector.
t Threshold level.
∗ Image convolution.

Kx Tensor convolution between tensor K and signal x.
(·)⊺ Transpose of a tensor.
(·)+ ReLU activation.
τ(·)(·) Generic thresholding/shrinkage operation.
C(·)(·) Generic clipping operation.

III. ENCODING-DECODING CNNS

A. Signal model and noise reduction configurations
In noise-reduction applications, the common additive signal

model is defined by
y = x+ η, (7)

where the observed signal y is the result of contaminating
a noiseless image x with additive noise η. Assume that the
noiseless signal x is to be estimated from the noisy observation
y. In deep learning applications, this is often achieved by
models with the form

x̂ = G(y). (8)

Here, G(·) is a generic encoding-decoding CNN. We refer to
this form of noise reduction as non-residual. Alternatively, it
is possible to find x̂ by training G(·) to estimate the noise
component η̂, and subtract it from the noisy image y to
estimate the noiseless image x̂, or equivalently

x̂ = y −G(y). (9)

This model is referred to as residual [5], [21], [7], because
the output of the network is subtracted from its input. For
reference, Fig. 2 portrays the difference of the placement of
the encoding-decoding structure in residual and non-residual
configurations.

Encoding-decoding 
network 𝐺(⋅) Noiseless estimateNoisy input

Encoding-decoding 
network 𝐺(⋅)

Noisy input Noiseless estimate+

-

Residual configuration

Non-residual configuration

𝐊଴

⊛

↑↓

+

𝑏 𝑡 𝑡

Tensor convolution Sum

ReLU Shrinkage Clipping

Down-sampling Up-sampling

Estimated noise

Fig. 2. Residual and non-residual network configurations. Note that the main
difference between both designs is the global skip connection occurring in the
residual structure. Still, it can be observed that the network G(·) may contain
skip connections internally.

B. Encoding-decoding CNNs
Encoding-decoding (convolutional) neural networks are

rooted in the techniques for data-dimensionality reduction
and unsupervised feature extraction, where a given signal is
mapped to an alternative space via a non-linear transformation.
This space should have properties which are somehow attrac-
tive for the considered task. For example, for dimensionality
reduction, the alternative space should be lower-dimensional
than the original input. In this article, we are interested
in models that are useful for noise-reduction applications.
Specifically, this manuscript addresses models that are referred
to as encoding-decoding convolutional neural networks such
as the model by Ranzato et al. [22], in which the encoder
uses convolution filters to produce multi-channel/redundant
representations, in which sparsifying non-linearities are ap-
plied. The sparsified signal is later mapped back to the original
representation. It should be noted that despite the fact that the
origins of the encoding-decoding CNNs are linked to feature
extraction, this type of architecture quickly showed to be
useful for other applications such as noise reduction, which
is the topic of this article. For the rest of this manuscript
whenever we mention an encoding-decoding CNN, we are
referring to a design which follows the same basic principles
of Ranzato’s design.

It can be observed that encoding-decoding CNNs are con-
stituted of three main parts. (1) The encoder, which maps the
incoming image to a representation with more image channels
with a convolution layer. Every channel of the resulting
redundant representation contains a fraction of the content of
the original signal. It should be noted that the encoder often
(but not necessarily) decreases the resolution of the higher
dimensional representation, to enable multi-resolution process-
ing and to decrease the memory requirements of the design.
(2) The decoder, which maps the multi-channel representation
back to the original space. (3) The non-linearities, which
suppress specific parts of the signal. In summary, the most
basic encoding-decoding step in a CNN G(·) is expressed by

G(y) = Gdec(Genc(y)) , (10)



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 4

where Genc(·) is the encoder, which is generally defined by

C0 =E0(y),

C1 =E1(C0),

C2 =E2(C1),

...
CN−1 =EN−1(CN−2),

Genc(y) =CN−1.

(11)

Here, Cn represents the code generated by the n-th encoding
En(·), which can be expressed by the equation

Cn = En(Cn−1) = f(s↓)
(
A(bn−1)

(Kn−1Cn−1)
)

. (12)

Here, the function A(·)(·) is a generic activation used in the
encoder and f(s↓)(·) is a down-sampling function by factor s.
Complementary to the encoder, the decoder network maps the
multi-channel sparse signal back to the original domain. Here,
we define the decoder by

C̃N−2 =DN−1(CN−1),

...

C̃1 =D2(C̃2),

C̃0 =D1(C̃1),

G(y) =D0(C̃0),

(13)

where Ĉn is the n−th decoded signal, which is produced by
the n-th decoder layer, yielding the general expression:

C̃n−1 = Dn(C̃n) = Ã(b̃)

(
K̃⊺

nf(s↑)(C̃n)
)

. (14)

In the above, Ã(·)(·) is the activation function used in the
decoder and f(s↑)(·) is an up-sampling function of factor s.

An important remark is that the encoder-decoder CNN does
not always contain down/up-sampling layers in which case,
the decimation factor s is unity, which causes f(1↑)(x) =
f(1↓)(x) = x for any matrix x. Furthermore, it should be
noted also that we assume that the number of channels of
the code CN is always larger than the previous one CN−1.
Furthermore, it should be noted that a single encoder layer
En(·) and its corresponding decoder layer Dn(·) can be
considered a single-layer encoder-decoder network/pair.

For this article, the encoding convolution filter for a given
layer K has dimensions (No×Ni×Nh×Nv), where Ni and No
are the number of input and output channels for a convolution
layer, respectively. Similarly, Nh and Nv are the number of
elements in the horizontal and vertical directions, respectively.
Note that the encoder increases the number of channels of
the signal (e.g. No > Ni), akin to Ranzatto’s design [22].
Furthermore, it is assumed that the decoder is symmetric in the
number of channels to the encoder, therefore, the dimensions
of the decoding convolution kernel K̃⊺ are (Ni×No×Nh×Nv).
The motivation of this symmetry is to emphasize the similarity
between the signal processing and the CNN elements.

IV. SIGNAL PROCESSING FUNDAMENTALS

As shown by Ye et al. [12], within encoding-decoding
CNNs, the signal is treated akin to well-known sparse repre-
sentations, where the coefficients used for the transformation
are directly learned from the training data. Prior to addressing
this important concept in more detail, relevant supporting
concepts such as sparsity, sparse transformations and non-
linear signal estimation in the wavelet domain are explained.

A. Sparsity
A sparse image is a signal where most coefficients are

small and the relatively few large coefficients capture most
of the information [23]. This characteristic allows to discard
low-amplitude components with relatively small perceptual
changes. Hereby, the use of sparse signals is attractive for
applications such as image compression, denoising and sup-
pression of artifacts.

Despite the convenient characteristics of sparse signals,
natural images are often non-sparse. Still, there are numerous
transformations, which allow to map the signal to a sparse
domain and which are analogous to the internal operations of
CNNs. For example, singular value decomposition factorizes
the image in terms of two sets of orthogonal bases of which
few basis pairs contain most of the energy of the image.
An alternative transformation is based on framelets, where
an image is decomposed in a multi-channel representation,
whereby each resulting channel contains a fragment of the
Fourier spectrum. In the remainder of this section we will
address all of these representations in more detail.

B. Sparse signal representations
1) Singular value decomposition (SVD) and low-rank

approximation: Assume that an image (patch) is represented
by a matrix y with dimensions (Nr ×Nc), where Nr and Nc
are the number of rows and columns, respectively. Then, the
singular value decomposition factorizes y as

y =

NSV−1∑
n=0

(unv
⊺
n) · σ[n], (15)

in which NSV is the number of singular values, n is a
scalar index, while un and vn are the nth left- and right-
singular vectors, respectively. Furthermore, vector σ contains
the singular values and each of its entries σ[n] is the weight
assigned to every basis pair un, vn. This means that the
product (unv

⊺
n) contributes more to the image content for

higher values of σ[n]. It is customary that the singular values
are ranked in descending order and the amplitudes of the
singular values σ are sparse, therefore σ[0] ≫ σ[NSV−1]. The
reason for this sparsity is because image (patches) intrinsically
have high correlation. For example, many images contain
repetitive patterns (e.g. a wall with bricks, a fence, the tiles
of a rooftop or the stripes of a zebra) or uniform regions (for
example, the sky, the skin of a person). This means an image
patch may contain only a few linearly independent vectors that
describe most of the image content. Consequently, a higher
weight is assigned to such image bases.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 5

Given that the amplitudes of the singular values of y in
SVD are sparse, it is possible approximate ŷ with only a few
bases (unv

⊺
n). Note that this procedure reduces the rank of

signal y and hence it is known as low-rank approximation.
This process is equivalent to

ŷ =

NLR−1∑
n=0

(unv
⊺
n) · σ[n], (16)

where NSV > NLR. Note that this effectively cancels the
product (unv

⊺
n) where the weight given by σ[n] is low.

Alternatively, it is possible to assign a weight of zero to the
product (unv

⊺
n) for n ≥ NLR.

The low-rank representation of a matrix is desirable for
diverse applications among which we can find image denois-
ing. The motivation for using low-rank approximation for this
application results from the fact that –as mentioned earlier–
natural images are considered low-rank due to the strong
spatial correlation between pixels, whereas noise is high-
rank (it is spatially uncorrelated). In consequence, reducing
the rank/number of singular values decreases the presence of
noise, while still providing a good approximation of the noise-
free signal, as exemplified in Fig. 3.

Noisy Noisy 𝑁ୗ୚ = 8 Noisy 𝑁ୗ୚ = 32

Clean Clean 𝑁ୗ୚= 8 Clean 𝑁ୗ୚ = 32

Fig. 3. SVD reconstruction of clean and corrupted images with a different
number of singular values. Note that the reconstruction of the clean image
with 8 or 32 singular values (NSV = 8 or NSV = 32, respectively) yields to
reconstructions indistinguishable from the original image. This contrasts with
their noisy counterparts, where NSV = 8 reconstructs a smoother image in
which the noise is attenuated, while NSV = 32 reconstructs the noise texture
perfectly.

2) Framelets: Just as SVD, framelets are also commonly
used for image processing. In a nutshell, a framelet trans-
form is a signal representation that factorizes/decomposes an
arbitrary signal into multiple bands/channels. Each of these
channels contain a segment of the energy of the original
signal. In image and signal processing, the framelet bands are
the result of convolving the analyzed signal with a group of
discrete filters that have finite length/support. In this article,
the most important characteristic that the filters of the framelet
transform should comply with, is that the bands they generate
capture all the energy contained on the input to the decom-
position. This is important to avoid the loss of information of
the decomposed signal. In this text, we refer to framelets that
comply with the previous characteristics as tight framelets and
the following paragraphs will describe this property in more
detail.

In its decimated version, the framelet decomposition for
tight frames is represented by

Yfram = f(2↓)(Fy), (17)

in which Yfram is the decomposed signal and F is the framelet
basis (tensor). Note that the signal Yfram has more channels
than y. Furthermore, the original signal y is recovered from
Yfram by

y = F̃⊺f(2↑)(Yfram) · c. (18)

Here, F̃ is the filter of the inverse framelet transform and c de-
notes an arbitrary constant. If c = 1 the framelet is normalized.
Finally, note that the framelet transform can also be undeci-
mated. This means that in undecimated representations, the
down-sampling and up-sampling layers f(2↓)(·) and f(2↑)(·)
are not used. An important property of the undecimated repre-
sentation is that it is less prone to aliasing than its decimated
counterpart, but more computationally expensive. Therefore,
for efficiency reasons, the decimated framelet decomposition
is often preferred over the undecimated representation. In
summary, the decomposition and synthesis of the decimated
framelet decomposition is represented by

y = F̃⊺f(2↑)
(
f(2↓)

(
Fy

))
· c , (19)

while for the undecimated framelet it holds that

y = F̃⊺(Fy) · c . (20)

A notable normalized framelet is the discrete wavelet
transform (DWT), where variables F and F̃ are replaced
by tensors W =

(
wLL,wLH,wHL,wHH

)
and W̃ =(

w̃LL, w̃LH, w̃HL, w̃HH
)
, respectively. Here, wLL is the filter

for the low-frequency band, while wLH, wHL, wHH are the
filters used to extract the detail in the horizontal, vertical and
diagonal directions, respectively. Finally, w̃LH w̃LH, w̃HL, w̃HH
are the filters of the inverse decimated DWT.

In order to understand the DWT more intuitively, Fig. 4
shows the decimated framelet decomposition using the filters
of the discrete wavelet transform. Note that the convolution
Wy results in a four-channel signal, where each channel
contains only a fraction of the spectrum of image y. This
allows to down-sample each channel with minimal aliasing.
Furthermore, to recover the original signal, each individual
channel is up-sampled, thereby introducing aliasing, which is
then removed by the filters of the inverse transform. Finally,
all the channels are added and the original signal is recovered.

Analogous to the low-rank approximation, in framelets, the
reduction of noise is achieved by setting noisy components to
zero. These components are typically assumed to have low-
amplitude compared with the amplitude of the sparse signal,
as expressed by

ŷ = F̃⊺f(2↑)
(
τ(t)

(
f(2↓)(Fy)

))
· c, (21)

where τt(·) is a generic thresholding/shrinkage function, which
sets each of the pixels in f(2↓)(Fy) to zero when values are
lower than the threshold level t.
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Fig. 4. 2D spectrum analysis of the decimated discrete framelet decomposition and reconstruction. In the figure, function F{·} stands for the amplitude
Fourier spectrum of the input argument. The yellow squares indicate a region in the low-frequency area of the Fourier spectrum, while the orange, purple
and blue squares indicate the high-pass/detail bands. For these images, ideal orthogonal bases are assumed. Note that the forward transform is composed by
two steps. First, the signal is convolved with the wavelet basis (Wy). Afterwards, down-sampling is applied to the signal (f(2↓)(Wy)). During the inverse
transformation, the signal is up-sampled by inserting zeros between each sample (f(2↑)(f(2↓)(Wy))), which causes spatial aliasing (dashed blocks). Finally,
the spatial aliasing is removed by the inverse transform filter W̃ and all the channels are added (W̃⊺f(2↑)(f(2↓)(Wy))).

C. Nonlinear signal estimation in the framelet domain

As mentioned in Section IV-B2, framelets decompose a
given image y by convolving it with a tensor F. Note that
many of the filters that compose F have a high-pass nature.
Images often contain approximately uniform regions in which
the variation is low, therefore, convolving a signal y with a
high-pass filter fh –where fh ∈ F– produces the sparse detail
band d = fh∗y in which uniform regions have low amplitudes,
while transitions i.e. edges contain most of the energy of the
bands.

Assuming a model in which a single pixel d ∈ d is
observed, which is contaminated with additive noise η. Then,
the resulting observed pixel z is defined by

z = d+ η. (22)

In order to recover the noiseless pixel d from observation z,
it is possible to use the point-maximum a posteriori (MAP)
estimate [1], [24], defined by the maximization problem

d̂ = argmax
d

[
ln
(
P (d|z)

)]
. (23)

Here, the log-posterior ln
(
P (d|z)

)
is defined by

ln
(
P (d|z)

)
= ln

(
P (z|d)

)
+ ln

(
P (d)

)
, (24)

where the conditional probability density function (PDF)
P (z|d) expresses the noise distribution, which is often as-

sumed Gaussian and is defined by

P (z|d) ∝ exp

(
− (z − d)2

2σ2
η

)
. (25)

Here, σ2
η is the noise variance. Furthermore, as prior probabil-

ity, it is assumed that the distribution of P (d) corresponds to a
Laplacian distribution, which has been used in wavelet-based
denoising [1]. Therefore, P (d) is mathematically described by

P (d) ∝ exp

(
− |d|

σd

)
, (26)

where σd is the dispersion measure of the Laplace distribution.
For reference, Fig. 5 portrays an example of a Gaussian
and a Laplacian PDF. Note that the Laplacian distribution
has a higher probability of zero elements to occur than the
Gaussian distribution for the same standard deviation. Finally,
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0.4

P
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lit
y

−4 −2 0 2 4

Fig. 5. Probability density function for Gaussian (left) and Laplacian (right)
distributions.

substituting Eq. (25) and Eq. (26) in Eq (24) results in

ln
(
P (d|z)

)
∝ − (z − d)2

2σ2
η

− |d|
σd

. (27)
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In the above, maximizing d in ln
(
P (d|z)

)
with the first

derivative criterion –in an (un) constrained way– leads to two
common activations in noise-reduction CNNs: the ReLU and
the soft-shrinkage function. Furthermore, the solution also can
be used to derive the so-called clipping function, which is
useful in residual networks.

For reference and further understanding, Fig. (6) portrays
the elements composing the noise model of Eq. (22), the
signal transfer characteristics of the ReLU, soft-shrinkage and
clipping functions, and the effect that these functions have on
the signal of the observed noisy detail band z.
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Fig. 6. Signals involved in the additive noise model, input/output transfer
characteristics of activation layers and estimates produced by the activation
layers when applied to the noise-contaminated signal. The first row shows
the signals involved in the additive noise model. The second row depicts the
output amplitude of activation functions with respect to the input amplitude.
Finally, the last row depicts the application of the activation functions to the
noisy observation z.

1) Rectified linear unit (ReLU): If Eq. (27) is solved for
d while constraining the estimator to be positive, the noiseless
estimate d̂ becomes

d̂ = (z − t)+ , (28)

which is also expressed by

(z − t)+ =

{
z − t, if z ≥ t,

0, if t > z.
(29)

Here, the threshold level is defined by

t = σ2
η/σd. (30)

Note that this estimator cancels the negative and low-amplitude
elements of d lower than the magnitude of the threshold level
t. For example, if the signal content on the feature map is low,
then σd → 0. In such case, t → +∞ and consequently d̂ →
0. This means that the channel is suppressed. Alternatively,

if the feature map has strong signal presence i.e. σd → ∞,
consequently t → 0 and then d̂ → (z)+.

A final remark is made on the modeling of functions of
a CNN. It should be noted that the estimator of Eq. (28)
is analogous to the activation function of a CNN, known as
rectified linear unit (ReLU). However, in a CNN the value of
t would be the bias b learned from the training data.

2) Soft-shrinkage/thresholding: If Eq. (27) is maximized
in an unconstrained way, the estimate d̂ is

d̂ = τSoft
(t) (z) = (z − t)+ − (−z − t)+ . (31)

Here, τSoft
(t) (·) denotes the soft-shrinkage/-thresholding func-

tion, which is often also written in the form

τSoft
(t) (z) =


z + t, if z ≥ t,

0, if t > z ≥ −t,

z − t, if − t > z.

(32)

It can be observed that the soft-threshold enforces the low-
amplitude components whose magnitude is lower than the
magnitude threshold level t to zero. In this case, t is also
defined by Eq. (30). It should be noted that the soft-shrinkage
estimator can also be obtained from a variational perspec-
tive [25]. Finally, it can be observed that the soft-shrinkage
is the superposition of two ReLU functions, which has been
pointed out by Fan et al. [18].

3) Soft clipping: In Section IV-C1 and Section IV-C2, the
estimate d̂ is obtained directly from the noisy observation z.
Alternatively, it is possible to estimate the noise η and subtract
it from z akin to the residual CNNs represented by Eq. (9).
This can be achieved by solving the model

η̂ = z − d̂ = z − τSoft
(t) (z) , (33)

which is equivalent to

η̂ = CSoft
(t) (z) = z − ((z − t)+ − (−z − t)+), (34)

where CSoft
(t) (·) is the soft clipping function. Note that this

function also can be expressed by

CSoft
(t) (z) =


t, if z ≥ t,

z, if t ≥ z > −t,

−t, if − t ≥ z.

(35)

4) Other thresholding layers: One of the main drawbacks
of the soft-threshold activation is that it is a biased estimator.
This limitation has been addressed by the hard and semi-hard
thresholds, which are (asymptotically) unbiased estimators for
large input values. In this section, we focus solely on the
semi-hard threshold and avoid the hard variant, because is
discontinuous and, therefore, not suited for models that rely
on gradient-based optimization, such as CNNs.

Among the semi-hard thresholds, two notable examples are
the garrote shrink and the shrinkage functions generated by
derivatives of Gaussians (DoG) [26], [19]. The garrote shrink
function τGar

(·) (·) is defined by

τGar
(t) (z) =

(z2 − t2)+
z

. (36)



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 8

Furthermore, an example of a shrinkage function based on the
derivative of Gaussians is given by

τDoG
(t) (z) = z − CDoG

(t) (z), (37)

where the semi-hard clipping function with the derivative of
Gaussians CDoG

(·) (·) is given by

CDoG
(t) (z) = z · exp

(
− zp

tp

)
, (38)

in which p is an even number.
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Fig. 7. Transfer characteristics of the semi-hard thresholds based on the
difference of Gaussians and of the garrote shrink, as well as their clipping
counterparts. Note that in contrast with the soft-shrinkage and clipping
functions shown in Fig. 6, in the semi-hard thresholds tend to unity for large
values, while the semi-hard clipping functions tend to zero for large signal
intensities.

The garrote and semi-hard DoG shrinkage function are
shown in Fig. 7, as well as their clipping counterparts. Note
that the shrinkage functions approximate unity for |z| ≫ t.
Therefore, they are asymptotically unbiased for large signal
values.

The final thresholding function addressed in this section
is the linear expansion of thresholds proposed by Blu and
Luisier [26]. This technique combines multiple thresholding
functions to improve the performance. This approach is known
as linear expansion of thresholds (LET) and it is defined by

τLET
(t) (z) =

NT−1∑
n=0

an · τ(tn)(z), (39)

where an is the weighting factor assigned to each threshold,
where all weighting factor should add up to unity.

V. BRIDGING THE GAP BETWEEN SIGNAL PROCESSING
AND CNNS: DEEP CONVOLUTIONAL FRAMELETS AND

SHRINKAGE-BASED CNNS

This section addresses the theoretical operation of noise-
reduction convolutional neural networks based on ReLUs and
shrinkage/thresholding functions. The first part of this section
describes the theory of deep convolutional framelets [12],
which is the most extensive study on the operation of

encoding-decoding ReLU-based CNNs up to this moment. Af-
terwards, the section concentrates on the operation of networks
which use shrinkage functions instead of ReLUs [17], [18],
[19], with the aim of mimicking well-established denoising
algorithms [1]. Finally, the last part of this section addresses
the connections between both methods and additional links
between convolutional neural networks and signal processing.

A. Theory of deep convolutional framelets
The theory of deep convolutional framelets [12] describes

the operation of encoding-decoding ReLU-based CNNs. Its
most relevant contributions are as follows. (1) To establish
the equivalence of framelets and the convolutional layers of
CNNs. (2) The theory of deep convolutional framelets provides
the conditions to preserve the signal integrity within a ReLU
CNN. (3) Explain how ReLU and convolution layers reduce
noise within an encoding-decoding CNN.

The similarity between framelets and the encoding and de-
coding convolutional filters can be observed when comparing
Eqs. (12), (14) with Eqs. (17), (18), where it becomes visible
that the convolution structure of encoding-decoding CNNs is
analogous to the forward and inverse framelet decomposition.

Regarding the signal reconstruction characteristics, the the-
ory of deep convolutional framelets [12] states the following.
First, in order to be able to recover an arbitrary signal y ∈ RN ,
the number of output channels of a convolution layer with
ReLU activation should at least duplicate the number of input
channels. Second, the encoding convolution kernel K should
be composed of pairs of filters with opposite phase. These
two requirements ensure that any negative and positive values
propagate through the network. Under these conditions, the
encoding and decoding convolution filters K and K̃ should
comply with

y = K̃⊺(Ky)+ · c . (40)

It can be noticed that Eq. (40) is an extension of Eq. (20),
which describes the reconstruction characteristics of tight
framelets. From this point, we refer to convolutional ker-
nels compliant with Eq (40) as phase-complementary tight
framelets. As a final remark, it should be noted that a common
practice in CNN designs is also to use ReLU non-linearities
in the decoder, in such case the phase-complementary tight-
framelet condition can still be met as long as the pixels y ∈ y
comply with y ≥ 0, which is equivalent to

y = (y)+ =
(
K̃⊺(Ky)+ · c

)
+

. (41)

It can be observed that the relevance of the properties defined
in Eqs. (40) and (41) is that they ensure that a CNN can
propagate any arbitrary signal, which is important to avoid
any distortions (such as image blur) in the processed images.

An additional element of the theory of deep convolutional
framelets regarding the reconstruction of the signal, is to show
that conventional pooling layers (e.g. average pooling) discard
high-frequency information of the signal, which effectively
blurs the processed signals. Furthermore, Ye et al. [12] have
demonstrated that this can be fixed by replacing the conven-
tional up/down-sampling layers by reversible operations, such
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Fitting low-rank approximation in ReLU CNNs

From low-rank approximation to an encoding-decoding
CNN. In order to further understand the analogy between
CNNs and low-rank approximation established by the the-
ory of deep convolutional framelets, we can use as starting
point the definition of singular value decomposition, which
is expressed in Eq. (15), by

y =

NSV−1∑
n=0

(unv
⊺
n) · σ[n].

Given that left and right singular vector pairs unv
⊺
n gen-

erate an image D[n], then Eq. (15) can be rewritten to

y =

NSV−1∑
n=0

D[n] · σ[n], (42)

where tensor D =
(
(u0v

⊺
0) . . . (uNSV−1v

⊺
NSV−1)

)⊺
contains

the products of the left and right singular vectors and has
dimensions (NSV×1×M×N). Furthermore, the equation
can be further reformulated to

y = K̃⊺D, (43)

in which K̃⊺ =
(
(σ[0]) . . . (σ[NSV−1])

)
, where the brack-

ets of the (1×1) filters have been excluded for simplicity.
In addition, it is now assumed that it is desirable to
perform low-rank approximation of signal y based on the
reformulation of Eq. (43). If we assume that D ∈ RN

≥0,
then the low-rank approximation can be expressed by

ŷ = K̃⊺(D+ b)+, (44)

in which the values b are set to zero for the channels
of D that have high contributions to the image content.
Conversely, the channels of D[n] with less perceptual rele-
vance are then cancelled by assigning large negative values
to the corresponding entries of b. As final reformulation,
we can assume that the basis images D are the result of
decomposing the input image y with a set of convolution
filters i.e. D = Ky, this transforms Eq. (44) into

x̂ = K̃⊺(Ky + b)+ . (45)

Here, it is visible that Eq. (45) is analogous to the
encoding-decoding architecture defined in Eqs. (10) to (14)
and the encoder and decoder filters are akin to the framelet

formulation of Section IV-B2. Note that Eq. (45) assumes
that the entries D = Ky are positive, which may be not
always true. In this situation, tensor D requires redundant
channels in which their respective phases are inverted
to avoid the signal loss. Furthermore, it should also be
noticed that in a CNN, the bias/threshold level is not
inferred from the statistics of the feature maps, but learned
from the data presented to the network during training.

Multi-layer designs. It should be noted that CNNs
contain multiple layers, which recursively decom-
pose/reconstruct the signal. This may pose an advantage
with respect to conventional low-rank approximation al-
gorithms for a few reasons. First, the data-driven na-
ture of CNNs allows to learn the basis functions which
optimally decompose and suppress noise in the signal.
Second, since networks are deep, the incoming signal
is recursively decomposed and sparsified. This multi-
decomposition scheme is very similar to the designs used
in noise-reduction algorithms based on framelets. It can be
noted that the recursive sparsifying principles have been
observed in the past in methods such as the (learned)
iterative soft-thresholding algorithm [27], [28] as well as
convolutional sparse coding. In fact, convolutional sparse-
coding approach, which also has been used for interpreting
the operation of CNNs [16]

What about practical implementations? When training
a CNN, the parameters of the model (i.e. K, K̃⊺ and b)
are updated to reduce the loss between the processed noisy
signal and the ground truth, which does not warranty that
the numerical values of the convolution filters and biases of
the trained model comply with the assumptions performed
here. This is because CNNs do not have mechanisms to
enforce that filters have properties such as sparsity or
perfect reconstruction and negative values for the biases.
Consequently, CNNs may not necessarily perform a low-
rank approximation of the signal, although the mathe-
matical formulation of the low-rank approximation and
the single-layer encoding-decoding are similar. Hence, the
analysis presented here should be treated as insight on the
mathematical formulation and/or potential properties that
can be enforced for specific applications and not as a literal
description of what trained models do.

as the discrete wavelet transform. To exemplify this property,
we refer to Fig. 4. If only an average pooling layer followed
by an up-sampling stage would be applied, the treatment of
the signal would be equivalent to the low-frequency branch
of the DWT. Consequently, only the low-frequency spectrum
of the signal would be recovered and images processed with
that structure would become blurred. In contrast, if the full
forward and inverse wavelet transform of Fig. 4 is used for
up- and down-sampling, it is possible to reconstruct any signal,
irrespective of its frequency content.

The ultimate key contribution of the theory of deep con-
volutional framelets is the explanation of the operation of
ReLU-based noise-reduction CNNs. For the non-residual con-
figuration, ReLU CNNs perform the following operations. (1)
The convolution filters decompose the incoming signal into
a sparse multi-channel representation. (2) The feature maps
which are uncorrelated to the signal, contain mainly noise. In
this case, the bias and the ReLU activation cancel the noisy
feature maps in a process analogous to the MAP estimate
shown in Section IV-C1. (3) The decoder reconstructs the
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Fig. 8. Operation of a simplified denoising (non-) residual ReLU CNN according to the theory of deep convolutional framelets (TDCF). In the figure, the
noisy observation y is composed by two vertical bars plus uncorrelated Gaussian noise. Furthermore, for this example, the encoding and decoding convolution
filters (K and K̃, respectively) are the Haar basis of the 2D discrete wavelet transform and its phase-inverted counterparts. Given the content of the image,
the image in the decomposed domain Ky produces only a weak activation for the vertical and diagonal filters (wLH and wHH, respectively) and those feature
maps contain mainly noise. In the case of the non-residual network, the ReLUs and biases suppress the channels with low activation (see column (Ky+b)+),
which is akin to the low-rank approximation. In contrast, in the residual example, the channels with image content are suppressed, while preserving the
uncorrelated noise. Finally, the decoding section reconstructs the noise-free estimate x̃ for the non-residual network or the noise estimate η̂ for the residual
example, where it is subtracted from y to compute the noiseless estimate x̂.

filtered image. Note that this process is analogous to the
low-rank decomposition described in Section IV-B1. In the
case of residual networks, the CNN learns to estimate the
noise, which means that in that configuration the ReLU non-
linearities suppress the channels with high activation.

A visual example of the low-rank approximation in ReLU
CNNs is shown in Fig. 8, which illustrates the operation
of an idealized single-layer encoding-decoding ReLU CNN
operating both, in residual and non-residual way. It can be
noted The ReLU activation suppresses specific channels in
the sparse decomposition provided by the encoder, thereby
preserving the low-rank structures in the non-residual network.
Alternatively, in the residual example, the ReLUs eliminate the
feature maps with high activation, which results in a noise
estimate that is subtracted from the input to estimate the

noiseless signal.

B. Shrinkage and clipping-based CNNs

Just as ReLU networks, the encoder of shrinkage networks
[17], [18], [19] separates the input signal in a multi-channel
representation. As a second processing stage, the shrinkage
networks estimate the noiseless encoded signal by cancelling
the low-amplitude pixels in the feature maps in a process akin
to the MAP estimate of Section IV-C2. As final step, the
encoder reconstructs the estimated noiseless image. Note that
the use of shrinkage functions reduces the number of channels
required by ReLU counterparts to achieve perfect signal recon-
struction, because the shrinkage activation preserves positive
and negative values, while ReLU only preserves the positive
part of the signal.
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Fig. 9. Operation of denoising in shrinkage and clipping networks. In the non-residual configuration, the noisy signal y is decomposed by a set of convolution
filters, which for this example are the 2D Haar basis functions of the discrete wavelet transform (Ky). As a second step, the semi-hard shrinkage produces
a MAP estimate of the noiseless detail bands/feature maps (τDoG

(b)
(Ky)). As third and final step, the decoder maps the estimated noiseless encoded signal to

the original image domain. In the residual network, the behavior is similar, but the activation layer is a clipping function which performs a MAP estimate of
the noise in the feature maps, which is reconstructed by the decoder to generate the noise estimate η̂. After reconstruction, the noise estimate is subtracted
from the noisy observation y to generate the noise-free estimate x̃.

As shown in Section III-A, in residual learning, a given
encoding-decoding network estimates the noise signal η, so
that it can be subtracted from the noisy observation y to
generate the noiseless estimate x̂. As shown in Section IV-C3,
in the framelet domain this is achieved by preserving the low-
amplitude values of the feature maps by clipping the signal.
Therefore in residual networks, the shrinkage functions can be
explicitly replaced by clipping activations.

Visual examples of the operation of a single-layer shrinkage
and clipping networks are presented in Fig. 8, where it can be
noted that the operation of shrinkage and clipping networks is
analogous to their ReLU counterparts, with the main difference
that shrinkage and clipping networks do not require phase-
complements in the encoding and decoding layers as ReLU-
based CNNs do.

C. Shrinkage and clipping in ReLU networks
As addressed in Section IV-C, the soft-threshold function is

the superposition of two ReLU activations. As a consequence,
it is feasible that in ReLU CNNs shrinkage behavior could
arise in addition to the low-rankness enforcement mentioned in
Section V-A. It should be noted that this only can happen if the
number of channels of the encoder and decoder complies with

the redundancy constraints of theory of deep convolutional
framelets and if the decoder is linear. To prove this, Eq. (31)
is reparametrized as

d̂ = K̃⊺(Ky + b)+, (50)

where convolution filters K and K̃⊺ are defined by K =((
I −I

))⊺
and K̃⊺ =

((
I −I

))
, respectively, and b =(

−t −t
)⊺

represents the threshold value.

In addition to the soft-shrinkage, note that the clipping func-
tion described by Eq. (34) also can be expressed by Eq. (50)
if K =

((
I −I I −I

))⊺
, K̃⊺ =

((
I −I −I I

))
and b =

(
0 0 −t −t

)⊺
. It can be noted that representing

the clipping function in convolutional form requires four times
more channels than the original input signal.

It should be noted that the ability of ReLUs to approximate
other signals has also been noticed Daubechies et al. [31],
who have proven that deep ReLU CNNs are universal function
approximators. In addition, Ye and Sung [13] have demon-
strated that the ReLU function is the main source of the high-
approximation power of CNNs.
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Network depth

The relationship between network depth and low-rank
approximation. It should be noted that one of the key
elements of CNNs is the network depth, which we address
in this section. To illustrate the effect of network depth,
assume an arbitrary N -layer encoding-decoding CNN, in
which the encoding layers are defined by

E0 =(K0y + b0)+,

E1 =(K1E0 + b1)+,

E2 =(K2E1 + b2)+,

...
EN−1 =(KN−1EN−2 + bN−1)+,

(46)

En = (KnEn−1 + bn)+ . (47)

Here, En represents the encoded signal at the n-th decom-
position level, while Kn, bn are the convolution weights
and biases for the n-th encoding layer, respectively. As
addressed in Sections IV-C1 and V-A, the role of the
ReLU activations is to enforce sparsity and non-negativity,
which can be interpreted as the process of suppressing
non-informative bases in the low-rank approximation al-
gorithm. Consequently, every encoded signal En, is an
encoded sparsified version of the signal En−1. In order to
recover the signal, we apply the decoder part of the CNN,
given by

ẼN−1 =(K̃⊺
N−1EN−1 + b̃N−1)+,

...

Ẽ1 =(K̃⊺
2Ẽ2 + b̃2)+,

Ẽ0 =(K̃⊺
1Ẽ1 + b̃1)+,

x̂ =(K̃⊺
0Ẽ0 + b̃0)+,

(48)

Ẽn−1 = (K̃⊺
nẼn + b̃n)+ . (49)

Here, x̂ is the low-rank estimate/denoised version of
the input signal y, while Ẽn, K̃⊺

n, b̃n are the decoded

signal components at the n-th composition level and the
decoder convolution weights and biases for the n-th layer,
respectively. In Eq. (49) every decoded signal Ẽn is the
low-rank estimate of the encoded layer E(n−1). It should
be noted that the activation of each of the decoder layers
(· + b̃n)+ can further enforce sparsity on the low-rank
estimates Ẽ(n−1).

Summary. In conclusion, the mathematical formulation
of deep networks is analogous to a recursive data-driven
low-rank approximation, where the input to the successive
encoding-decoding pairs is the low-rank approximated
encoded signal generated by the encoder of the previous
level. Still, just as mentioned in the text box Fitting low-
rank approximation in ReLU CNNs, low-rank approx-
imation algorithms and CNNs are similar in terms of
mathematical formulation, but we cannot ensure that the
values obtained during training for the encoding, decoding
filters and their biases have the properties needed to ensure
that a CNN is an exact recursive data-driven low-rank
approximation. For example, it is possible that the filters
of the encoder and decoder do not reconstruct the signal
perfectly, because this may not be necessary to reduce the
loss function used to optimize the network.

Is it possible to impose a tighter relation between low-
rank approximation and CNNs? In specific applications
where signal preservation and interpretability is required
(e.g. medical imaging) it is desirable that the operation of
CNNs is closer to the low-rank approximation description.
In order to achieve this, the CNNs embedded in frame-
works such as the convolutional analysis operator [29] and
FISTA-Net [30] explicitly train the filters Kn and K̃n to
have properties such as perfect signal reconstruction and
sparsity. By enforcing these characteristics, the mathemat-
ical descriptions of the low-rank behavior and of CNNs
are more similar and the models become inherently more
interpretable and predictable on their operation.

D. Additional links between encoding-decoding CNNs and
existing signal processing techniques

Up to this moment, it has been assumed that the operation
of the encoding and decoding convolution filters is limited to
map the input image to a multi-channel representation and to
reconstruct it (i.e. K and K̃⊺ comply with K̃⊺(K)+ = I · c).
Still, it is possible that –besides decomposition and synthesis
tasks– the encoding-decoding structure also filters/colors the
signal in a way that improves the image estimates. It should be
noted that this implies that the perfect reconstruction encoding-
decoding structure is no longer preserved. For example, con-
sidering the following linear encoding-decoding structure

x̂ = K̃⊺(Ky), (51)

which can be reduced to

x̂ = k ∗ y. (52)

Here, k = K̃⊺K, is optimized to reduce the distance between
y and the ground-truth x. Consequently, the equivalent filter
k can be considered a Wiener filter. It should be noted that
this text is not the first in addressing the potential Wiener-
like behavior of a CNN. For example, Mohan et al. [14]
suggested that by eliminating the bias of the convolution
layers, the CNN could behave more akin to the Wiener filter
and to be able to generalize better to unseen noise levels. It
should be noted that by doing that the CNN can also behave
akin to the switching behavior described by the theory of
deep convolutional framelets, which can be described by the
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equation

(z)+ =

{
z, if z ≥ 0,

0 if z < 0,
, (53)

where z is a pixel which belongs to the signal z = k ∗ x. It
can be observed that in contrast with the low-rank behavior
described in Section V-A, in this case the switching behavior
is only dependent on the correlation between signal x and the
filter k. Consequently, if the value of z is positive, its value is
preserved. On the contrary, if the correlation between x and k
is negative, then the value of z is cancelled. Consequently, the
noise reduction becomes independent/invariant of the noise
level. It can be observed that this effect can be considered
a non-linear extension of the so-called signal annihilation
filters [32].

It should be noticed that besides the low-rank approximation
interpretation of ReLU-based CNNs, additional links to other
techniques can be derived. For example, the decomposition
and synthesis provided by the encoding-decoding structure is
also akin to the non-negative matrix factorization (NMF) [33],
in which a signal is factorized as a weighted sum of positive
bases. In this conception, the feature maps are the bases, which
are constrained to be positive by the ReLU function. Further-
more, an additional interpretation of encoding-decoding CNNs
can be obtained by analyzing them from a low-dimensional
manifold representation perspective [8]. Here, the convolution
layers of CNNs are interpreted as two operations. On one hand,
they can provide a Hankel representation. On the other hand,
they provide a bottleneck which reduces the dimensionality of
the manifold of image patches. It should be noticed that the
Hankel-like structure that is attributed to the convolution layers
of CNNs, has also been noticed by the theory of the deep
convolutional framelets [12]. Two final connection with signal-
processing and CNNs is the variational formulation combined
with kernel-based methods [15] and the convolutional sparse
coding interpretation of CNNs by Papyan et al. [16].

VI. MATHEMATICAL ANALYSIS OF RELEVANT DESIGNS

In order to demonstrate the application of the principles
summarized in Sections IV and V, this section analyzes
relevant designs of ReLU and shrinkage CNNs. The analy-
ses focus on three main aspects, which are: (1) the overall
descriptions of the network architecture, (2) the signal recon-
struction characteristics provided by the convolutional layers
of the encoder and decoder sub-networks, and (3) the number
operations O(·) executed by the trainable parts of the network,
since this will give insight on the computational requirements
to execute each network and its overall complexity.

The signal reconstruction analysis provides a theoretical
indication that a given CNN design can propagate any arbitrary
signal when considering the use of ideal filters (i.e. they
provide perfect reconstruction and are maximally sparse). In
other words, for a fixed network architecture, there exists a
selection of parameters (weights and biases) that make the
neural network equal to the identity function. This result is
important, because a design that cannot propagate arbitrary
signals under ideal conditions, will potentially distort the
signals that propagate through it by design. Consequently, this
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Fig. 10. Simplified structure of encoding-decoding ReLU CNNs. The dis-
played networks are the U-Net/filtered back-projection network the encoder-
decoder residual CNN (RED) and finally, the learned wavelet-frame shrinkage
network. Note that for all the designs, the encoding-decoding structures are
indicated by dashed blocks. It should be beared in mind that the drawings are
simplified, they do not contain normalization layers, are shallow, commonly
appearing dual convolutions are drawn as one layer.

cannot be fixed by training with large datasets and/or with the
application of any special loss term. In order to understand
better the signal reconstruction analysis, we provide a brief
example, where it is a non-residual CNN G(·), where we
propagate a noiseless signal x contaminated with noise η, so
that

x ≈ G(x+ η). (54)

Here, an ideal CNN allows to propagate any x, while can-
celling the noise component η, irrespective of the content of
x. If we switch our focus to an ideal residual CNN R(·), it is
possible to observe that

x̂ ≈ R(y) = y −G(y). (55)

Here, G(·) is the encoding-decoding section of the residual
network R(·). Consequently, it is desirable that the network
G(·) is able to propagate the noise η, while suppressing the
noiseless signal x, which is equivalent to

η ≈G(x+ η). (56)

It should be noted that in both residual and non-residual cases,
there are two behaviors. On one hand, there is a signal which
the network decomposes and reconstructs (almost) perfectly,
and on the other hand a signal is suppressed. The signal
reconstruction analysis focuses on the signals that the network
can propagate or reconstruct, rather than the signal cancellation
behavior. In consequence, we focus on the linear part of
G(·) (i.e. its convolution structure), of which, according to
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Section V-A, we assume that it handles the decomposition and
reconstruction of the signal within the CNN. It should be noted
that the idealized model assumed here, is only considered
for analysis purposes, since practical implementations do no
guarantee that this exact behavior is factually obtained. The
reader is referred to Section V-D and the text boxes Fitting
low-rank approximation in ReLU CNNs and Network depth.

In order to test the perfect reconstruction in non-residual
CNNs, we propose the following procedure. (1) We assume
an idealized model G(·), where its convolution filters Kn and
K̃n comply with the phase-complementary tight framelet con-
dition and where the biases and non-linearities suppress low-
amplitude (and negative for ReLU activations) samples from
the feature maps. (2) The biases/thresholds of ReLU/shrinkage
CNNs are set to zero (or to infinity for clipping activations).
It can be observed that this condition prevents the low-rank
(or high-rank for residual models) approximation behavior
of the idealized CNN. Under this circumstance, it should
be possible to prove that the analyzed CNN can perfectly
reconstruct any signal. (3) The last step involves simplifying
the mathematical description of the resulting model of the
previous point. The mathematical simplification of the model
should lead to the identity function if the model complies with
the perfect reconstruction property.

To conclude the explanation on the perfect reconstruction
analysis, we provide two relevant considerations. First, it
can be claimed that residual networks, such as the model
R(y) = y−G(y) discussed in Eq. (55), is able to reconstruct
any signal when G(y) = 0 for any y = x+η. Still, this does
not convey information about the behavior of the encoding-
decoding network G(·), which should be able to perform
perfect decomposition and reconstruction of the noise signal η,
as discussed in Eq. (55). To avoid this trivial solution, instead
of analyzing the network R(·), the analysis described for non-
residual models is applied to the encoding-decoding structure
G(·), which means that the residual connection is excluded
from the analysis.

The second concluding remark is that in order to distinguish
the equations of the perfect signal reconstruction analysis from
other models, we specify the analyzed designs of the perfect
reconstruction models, in which the low-rank approximation
behavior is avoided by setting the bias values to zero, with a
special operator P{·}.

For the analyses regarding the total number of operations of
the trainable parameters, it is assumed that the tensors K0, K̃⊺

0 ,
(K̃u

0)
⊺, (K̃d

0)
⊺, K1 and K̃⊺

1 shown in Fig. 10 have dimensions
(C0 × 1×Nf ×Nf), (1×C0 ×Nf ×Nf), (1×C0 ×Nf ×Nf),
(1×C0 ×Nf ×Nf), (C1 ×C0 ×Nf ×Nf), (C0 ×C1 ×Nf ×
Nf), respectively. Here, C0 and C1 represent the number of
channels after the first and second convolution layer, all the
convolution filters are assumed to be square with Nf × Nf
pixels. Furthermore, the input signal x has dimensions (1 ×
1×Nr ×Nc), where Nr and Nc denote the numbers of rows
and columns, respectively.

The analyses shown for the different networks in this article
have the following limitations. (1) The analyzed networks
have only enough decomposition levels and convolution lay-
ers to understand their basic operation. The motivation for

this simplification is to keep the analyses short and clear.
Moreover, the same principles can be extended to deeper
networks. Since the same single-decomposition CNNs would
be recursively embedded within the given architectures. (2)
The normalization layers are not considered, because they
are linear operators which provide mean shifts and amplitude
scaling. Consequently, for analysis purposes it can be assumed
that they are embedded in the convolution weights. (3) For
every encoder convolution kernel it is assumed that there is
at least one decoder filter. (4) No co-adaptation between the
filters of the encoder and decoder layers is considered.

The remainder of this section shows analyses of a selec-
tion of a few representative designs. Specifically, the chosen
designs are the U-Net [34] and its residual counterpart, the
filtered back-projection network [21] 1. Additional designs
analyzed here are the the residual encoder-decoder CNN [5] 2,
as well as the learned wavelet-shrinkage network (LWFSN) 3.
For reference, all the designs are portrayed in Fig. 10.

A. U-Net/filtered back-projection network
1) U-Net – overview of the design: The first networks

analyzed are the U-Net and filtered back-projection networks
both of which share the encoding-decoding structure U(·).
However, they differ in the fact that the U-Net is non-residual,
while the filtered back-projection network operates in residual
configuration. Therefore, the estimate of the noiseless signal
x̂ from the noisy observation y in the conventional U-Net is
achieved by

x̂ = U(y), (57)

whereas in the filtered back-projection network, U(·) is used
in residual configuration, which is equivalent to

x̂ = y − U(y). (58)

If we now switch focus to the encoding-decoding structure of
the U-Net U(y), it can be shown that it is described by

U(y) = U u(y) + U d(y), (59)

where U u(y) corresponds to the undecimated path and is
defined by

U u(y) =
(
K̃u

0

)⊺(
K0y + b0

)
+
, (60)

while the decimated path is

U d(y) =
(
K̃d

0

)⊺
W̃⊺

Lf(2↑)

((
K̃⊺

1(K1Z+ b1)+ + b̃1
)
+

)
. (61)

Here, signal Z is defined by

Z = f(2↓)
(
WL(K0y + b0)+

)
. (62)

Note the decimated path contains two nested encoding-
decoding architectures, as observed by Jin et al. [21], who

1Matlab implementation by their authors available at https://github.com/
panakino/FBPConvNet

2Pytorch implementation by their authors available at https://github.com/
SSinyu/RED-CNN

3Pytorch implementation available at https://github.com/LuisAlbertZM/
demo LWFSN TMI and interactive demo available at IEEE’s code ocean
https://codeocean.com/capsule/9027829/tree/v1. The demo also includes as
reference pytorch implementations of FBPConvNet and the tight-frame U-
Net.

https://github.com/panakino/FBPConvNet
https://github.com/panakino/FBPConvNet
https://github.com/SSinyu/RED-CNN
https://github.com/SSinyu/RED-CNN
https://github.com/LuisAlbertZM/demo_LWFSN_TMI
https://github.com/LuisAlbertZM/demo_LWFSN_TMI
https://codeocean.com/capsule/9027829/tree/v1
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has acknowledged that the nested filtering structure is akin to
the (learned) iterative soft thresholding algorithm [27], [28].

2) U-Net – signal reconstruction analysis: To prove if the
U-Net can perfectly reconstruct any signal, we assume that
the biases are equal to zero, on this condition the network
P{U}(y) is defined by

P{U}(y) = P{U u}(y) +P{U d}(y), (63)

where sub-network P{U u}(·) is defined by

P{U u}(y) =
(
K̃u

0

)⊺
(K0y)+. (64)

Assuming that
(
K0, K̃

u
0

)
is a complementary-phase tight-

framelet pair then P{U u}(y) is simplified to

P{U u}(y) = y · c0. (65)

Furthermore, the low-frequency path is

U d(y) =
(
K̃d

0

)⊺
W̃⊺

Lf(2↑)

((
K̃⊺

1(K1P{Z})+
)
+

)
, (66)

Where P{Z} is defined by

P{Z} = f(2↓)
(
WL(K0y)+

)
. (67)

If K1 is a phase-complementary tight frame, we know that
K̃⊺

1(K1Z)+ = Z · c1. Consequently, Eq. (66) becomes

P{U d}(y) =
(
K̃d

0

)⊺
W̃⊺

Lf(2↑)(f(2↓)
(
(WLK0y)+

)
)·c1. (68)

Here, it can be noticed that if K0 is a phase-complementary
tight framelet, then P{U d}(y) approximates a low-pass ver-
sion of y, or equivalently

P{U d}(y) ≈ WLy · c1, (69)

where WL is a low-pass filter. Finally, substituting Eq. (65)
and Eq. (69) in Eq. (63) results in

P{U}(y) ≈ (I · c0 +WL · c1)y. (70)

This result proves that the design of the U-Net cannot evenly
reconstruct all the frequency of y unless c1 = 0, in which case,
the whole low-frequency branch of the network is ignored.
Note that this limitation is inherent to its design and cannot
be circumvented by training with large datasets and/or with
any loss function.

3) U-Net – number of operations: It can be noted that
encoding filter K0, convolves x at its original resolution
and maps it to a tensor with C0 channels. Therefore, the
number of operations O(·) for kernel K0 is O(K0) = C0 ·
Nr ·Nc ·N2

f [FLOPS] (floating-point operations). Conversely,
due to the symmetry between encoder and decoder filters,
O(K̃u

0) = O(K̃d
0) = O(K0). Furthermore, for this design,

filter K1 processes the signal encoded by K0, which is
down-sampled by a factor of one half and maps it from C0

to C1 channels, this results in the estimated operation cost
O(K1) = O(K̃1) = C0 · C1 · Nr · Nc · N2

f · (2)−2 [FLOPs].
Finally, adding the contributions of filters K0, K̃u

0, K̃d
0, K1

and K̃1 results in

O(U) = (3 + 2−1 · C1) · C0 ·Nr ·Nc ·N2
f [FLOPS] (71)

4) U-Net – Concluding remarks: The U-Net/FBPConvNet
is a flexible multi-resolution architecture. Still, as it has been
shown, the pooling structure of this CNN may be sub-optimal
for noise reduction applications because this configuration
does not allow to recover the frequency information of the sig-
nal evenly. This has been noted and fixed by Han and Ye [6],
who introduced the so-called tight-frame U-Net. In which the
down/up-sampling structure is replaced by the discrete wavelet
transform and its inverse. This simple modification overcomes
the limitations of the U-Net and improved its performance for
artifact removal in compressed sensing imaging.

B. Residual encoder-decoder CNN
1) Residual encoder-decoder CNN – overview of the

design: The residual encoder-decoder CNN shown in Fig. 10
consists of nested single-layer residual encoding-decoding
networks. For example, in the network showcased in Fig. 10 it
is visible that network R1(·) is nested into R0(·). Furthermore,
for this case the image estimate is given by

x̂ = (y +R0(y) + b̃0
)
+
, (72)

in which R0(·) is the outer residual network and b̃0 is the
bias for the output layer. Note that the ReLU placed at the
output layer intrinsically assumes that the estimated signal x̂
is positive.

From Eq. (72), the output of the sub-network R0(·) is
defined by

Z = Rdec
0 (Q̂). (73)

Here, the decoder Rdec
0 (·) is defined by

Rdec
0 (Q̂) = K̃

⊺
0Q̂. (74)

In the above, Q̂ is the noiseless estimate of the intermediate
signal Q and it is defined by

Q̂ = (Q+R1(Q) + b̃1)+, (75)

where the network R1(·) is

R1(Q) = K̃⊺
1

(
K1Q+ b1)+. (76)

Furthermore, Q represents the signal encoded by R0(·), or
equivalently

Q = Renc
0 (y), (77)

where Renc
0 (·) is defined by

Renc
0 (y) = K0y. (78)

2) Residual encoder-decoder CNN – signal reconstruction
analysis: As mentioned earlier, the residual encoder-decoder
CNN is composed by nested residual blocks, which are inde-
pendently analyzed to study the reconstruction characteristics
of this network. First, block R1(·), is given by

P{R1}(Q) = K̃⊺
1(K1Q)+. (79)

Under complementary-phase tight-frame assumptions for the
pair (K1, K̃1), Eq. (79) reduces to

P{R1}(Q) = Q, (80)
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which shows that the encoder and decoder R1(·) can approxi-
mately reconstruct any signal. Now switching to R0 it can be
observed that the linear part is

P{R0}(y) = K̃⊺
0(K0y)+. (81)

Just as with R1(·), it is assumed that the convolution kernels
are tight-framelets. Therefore Eq. (81) becomes

P{R0}(y) = y. (82)

Consequently, R0(·) and R1(·) can reconstruct any arbitrary
signal under complementary-phase tight-frame assumptions.

3) Residual encoder-decoder CNN – number of oper-
ations: In this case, all the convolution layers operate at
the original resolution of image x. Therefore, the number of
operations O(·) for kernel K0 and K̃0 is O(K0) = O(K̃0) =
C0 · Nr · Nc · N2

f [FLOPs], while K1 and K̃1 are requiring
O(K1) = O(K̃1) = C0 ·C1 ·Nr ·Nc ·N2

f [FLOPs]. By adding
the contributions of both encoding-decoding pairs, the total
operations for the residual encoder-decoder becomes

O(R) = 2 · (1 + C1) · C0 ·Nr ·Nc ·N2
f [FLOPS]. (83)

4) Residual encoder-decoder CNN – concluding remarks:
The residual encoder-decoder network consists on a set of
nested single-resolution residual encoding-decoding CNNs.
The single-resolution design increases its computation cost
with respect to multi-resolution designs such as the U-Net. In
addition, it should be noted that the use of a ReLU as output
layer of the encoder-decoder residual network forces the signal
estimates to be positive, but this is not always convenient. For
example in computed tomography imaging, it is common that
images contain positive and negative values.

C. Learned wavelet-frame shrinkage network

1) Learned wavelet-frame shrinkage network – descrip-
tion of the architecture: The learned wavelet-frame shrinkage
network is a multi-resolution architecture in which the discrete
wavelet transform is used for down/up-sampling and also as
part of the decomposition where shrinkage is applied. In this
CNN, the noiseless estimates are produced by

x̂ = L(y), (84)

where L(·) represents the encoding-decoding structure of the
learned wavelet-frame shrinkage network and the encoding-
decoding network L(·) is

L(y) = LL(y) + LH(y). (85)

Here, the high-frequency path is given by

LH(y) = K̃⊺
0W̃

⊺
Hf(2↑)

(
τLET
(t0)

(
f(2↓)

(
WHK0y

)))
. (86)

Note that in this design the encoder leverages the filter WH
for generating a sparse signal prior to the shrinkage stage, i.e.
τLET
(t0)

(
f(2↓)

(
WHK0y

))
. Meanwhile, the low-frequency path

LL(·) is

LL(y) = K̃⊺
0W̃

⊺
Lf(2↑)

(
f(2↓)

(
WLK0y

))
. (87)

Residual learned wavelet-frame shrinkage network
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Fig. 11. Residual version of the learned wavelet-frame shrinkage network.
It can be noticed that the low-frequency branch of the network is nulled.
In deeper networks it would further decomposed and the nulling would be
activated at the deepest level (lowest resolution).

2) Learned wavelet-frame shrinkage network – signal re-
construction analysis: When analyzing the signal propagation
of the learned wavelet-frame shrinkage network, we set the
threshold level t0 = 0. This turns Eq. (85) turns into

P{L}(y) = P{LL}(y) +P{LH}(y). (88)

Here, P{LH}(·) is defined by

P{LH}(y) = K̃⊺
0W̃

⊺
Hf(2↑)

(
f(2↓)

(
WHK0y

))
, (89)

while the low-frequency path P{LL}(·) is mathematically
described by

P{LL}(y) = K̃⊺
0W̃

⊺
Lf(2↑)

(
f(2↓)

(
WLK0y

))
. (90)

Substituting Eq. (89) and Eq. (90) in Eq. (88) results in the
equation

P{L}(y) = K̃⊺
0W̃

⊺f(2↑)
(
f(2↓)

(
WK0y

))
. (91)

For the discrete wavelet transform, it holds that Q =
W̃⊺f(2↑)

(
f(2↓)

(
WQ

))
. Consequently, Eq. (91) is simplified

to
P{L}(y) = K̃⊺

0K0y. (92)

Assuming that K0 is a tight framelet i.e. K̃⊺
0K0 = I · c, with

c = 1, then
P{L}(y) = y. (93)

This proves that the encoding-decoding section of the learned
wavelet-frame shrinkage network allows for perfect signal
reconstruction.

3) Learned wavelet-frame shrinkage network – number
of operations: The learned wavelet-frame shrinkage network
contains a simpler convolution structure than the networks
reviewed up to this moment. Therefore, for a single-level
decomposition architecture, the total number of operations is

O(L) = 2 · C0 ·Nr ·Nc ·N2
f [FLOPS]. (94)

4) Learned wavelet-frame shrinkage network – residual
variant: To illustrate the use of clipping activations in residual
noise reduction, the residual version of the learned wavelet-
frame shrinkage network is included. Note that there are
two main differences with the conventional learned wavelet-
frame shrinkage network. First, the shrinkage functions are
replaced by clipping activations. Second, the low-frequency
signal is suppressed. This is performed because the original
design of the learned wavelet-frame shrinkage network does
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Fig. 12. Phase-complementary tight-framelet test for the trained toy network,
initialized with random weights. The left figure shows the product K̃⊺

2(K2)+,
where the initialization of K2 and K̃2 is different. It can be seen that the pair
(K2, K̃2) does not comply with the complementary-phase framelet criterion
of Eq. (95). This contrasts with the right result, which displays the result of
the product K̃⊺

2(K2)+, for the same CNN, but where the initial values of
K̃2 and K2 are identical. For this initialization, the filters approximate the
complementary-phase tight-framelet criterion.
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Fig. 13. Toy model used for experiment on the properties of the filters of a
trained CNN. The dimensions for tensors K0, K1 and K2 are (6×1×3×3),
(12 × 6 × 3 × 3) and (24 × 12 × 3 × 3). The network is symmetric and
the filter dimensions for the decoder convolution kernels K̃n are the same as
there corresponding encoding kernel Kn.

not have any non-linearities in that section. This is akin to the
low-frequency nulling proposed by Kwon and Ye [35]. The
modified learned wavelet-frame shrinkage network is shown
in Fig. 11. It can be observed that by setting to zero the
low-frequency branch of the design the model is inherently
assuming that the noise is high-pass.

5) (Residual) Learned wavelet-frame shrinkage network
– concluding remarks: The (residual) learned wavelet-
frame shrinkage network is a design which explicitly mimics
wavelet-shrinkage algorithms. It can be observed that the
(r)LWFSN inherently assume that noise is high-frequency and
explicitly avoid non-linear processing in the low-frequency
band. Follow-up experiments also included non-linearities in
the low-frequency band of the learned wavelet-frame shrinkage
network [36] and obtained similar results to the original
design.

VII. WHAT HAPPENS IN TRAINED MODELS?
A. Properties of convolution kernels and low-rank approxi-
mation

The assumption that the convolution filters of a CNN
behave as (complementary-phase) tight framelets is useful for
analyzing the theoretical ability of a CNN to propagate signals.
Albeit, it is difficult to prove that trained models comply with
this assumption, because there are diverse elements affecting
the optimization of the model, e.g. the initialization of the
network, the data presented to the model, the optimization
algorithm as well as its parameters. In addition, in real CNNs,

there may be co-adaptation between the diverse CNN layers,
which may prevent that the individual filters of the CNN
behave as tight framelets, since the decomposition and filtering
performed by one layer is not independent from the rest [37].

To test the behavior if the filters of trained CNN can
converge to complementary-phase tight framelets, at least, on
a simplified environment, we propose to train a toy model, as
displayed in Fig. 13. If the trained filters of an encoder-decoder
pair of the toy model (Kl, K̃l), (where l denotes one of the
decomposition levels) behave as a complementary-phase tight
framelet, then the pair (Kl, K̃l) approximately complies with
the condition presented in Eq. (40), which for identity input I
simplifies to

K̃⊺
n(Kn)+ = I · cn , (95)

in which cn is an arbitrary constant.
The toy model is trained on images that contain multiple

randomly-generated overlapping triangles. All the images were
scaled to the range [0,1]. For this experiment, the input to
the images is the noise-contaminated image and the objec-
tive/desired output is the noiseless image. For training the
CNNs, normally-distributed noise with standard deviation of
0.1 was added to the ground truth. For every epoch, a batch of
192 training images is generated. As validation and test images
we use the “astronaut” and “cameraman” images included
in the software package Scipy. The model is optimized with
Adam for 25 epochs with a linearly decreasing learning rate.
The initial learning rate for the optimizer is set to 10−3 and the
batch size is set to 1 sample. The convolution kernels were ini-
tialized with Xavier initialization using a uniform distribution
(see Glorot and Bengio [38]). The code is available at IEEE’s
code ocean https://codeocean.com/capsule/7845737/tree.

With the described settings, we have trained the toy model,
and have tested if the phase-complementary tight-framelet
property holds for the filters of the deepest level l=2. The re-
sults for the operation K̃⊺

2(K2)+ are displayed in Fig. 12 (left),
which shows that when the weights of the encoder and decoder
have different initial values, the kernel pair (K2, K̃2) are not
complementary-phase tight framelets. We have observed that
the forward and inverse filters of wavelets/framelets are often
the same or at least very similar. Based on this reasoning, we
have initialized the toy model with the same initial values of
the kernel pairs (Kn, K̃n). As shown by Fig. 12 (right), with
the proposed initialization, the filters of the CNN converge to
tensors with properties reminiscent of complementary-phase
tight-framelets. This suggests that the initialization of the CNN
has an important influence on the convergence of the model
to a specific solution.

Fig. 14 displays a test image processed with two toy models,
one trained trained with different and one trained with the
same initial values for the encoding-decoding pairs. It can be
observed that there are no significant differences between the
images produced by both models. In the same figure (lower
row), we have set the bias of both networks to zero. In this
case, it is expected that the networks reconstruct the noisy
input, as confirmed by the figure, where both CNNs partly
reconstruct the original noisy signal. This result suggests that
the ReLU plus bias pairs operate akin to the low-rank approx-

https://codeocean.com/capsule/7845737/tree
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Fig. 14. Processed “cameraman” image for (in)dependently sampled initialization for the encoding and decoding filters. The top-left picture represents the
noise-contaminated input (ση = 0.1) and the bottom-left, the noiseless reference. The middle-column images are the processed noisy image with the toy
model trained with different initialization for its convolution filters, while the right-column images are processed with the model where the same initial values
are used for the encoding and decoding filters. The top-middle and top-right images are nearly identical in terms of quality and SNR, so that initialization
has no effect. The middle and bottom-right images are the same model presented that processed the middle and top-right figures, but where its bias is set to
zero. As expected, the noise is partly reconstructed.

imation mechanism proposed the theory of deep convolutional
framelets.

The following conclusions can be drawn from this ex-
periment. First, the filters of the CNN may not necessar-
ily converge to complementary-phase tight framelets. This
is possibly caused by the initialization of the network
and/or the interaction/co-adaptation between the multiple en-
coder/decoder layers. Second, we confirm that for our ex-
perimental setting, the low-rank approximation behavior in
the CNN can be observed. For example, when setting the
biases and thresholds to zero, part of the noise texture (high-
rank information) is recovered. Third, it is possible that linear
filtering happens in the network as well, which may explain
why noise texture is not fully recovered when setting the
biases to zero. Fourth and final, we have observed that the
behavior of the trained models change drastically depending
on factors such as the learning rate and the initialization values
of the model. For this reason, we consider this experiment
and its outcome more as a proof of concept, where further
investigation is needed.

B. Generalization
From the explanations in Section IV-C, it can be noted

that the bias/threshold used in CNNs can modulate how much
of the signal is suppressed by the nonlinearities. In addition,
Section V-D established that there are additional mechanisms
for noise reduction within the CNN, such as the Wiener-
like behavior observed by Mohan et al. [14]. This raises the

question how robust conventional CNNs are to noise-level
changes different from the level that the model has been
trained with. To perform such experiment, we have trained
two variants of the toy model. The first variant is inspired by
the multi-scale sparse coding network by Mentl et al. [17],
where the biases of each of the nonlinearities (ReLU in this
case) are multiplied by an estimate of the standard deviation
of the noise. In the design of this example, the noise estimate
σ̂η , which in accordance to Chang et al. [1] is defined by

σ̂η = 1.4826 · Median(|fHH ∗ x|). (96)

Here, variable fHH is the diagonal convolution filter of the
discrete wavelet transform with Haar basis. For comparison
purposes, we will refer to this model as adaptive toy model.
The second variant of the toy model being tested, examines
the case where the convolution layers of the model do not
add bias to the signal. This model is based in the so-called
bias-free CNNs proposed by Mohan et al., in which the bias
of every convolution filter is set to zero during training. This
setting has the purpose of achieving better generalization on
the model, since it is claimed that this modification causes the
model to behave independently of the noise level.

We have trained the described variants of the toy models
with the same settings of the experiment in Section VII-A. The
three models are evaluated on the test image with varying noise
levels σn ∈ [0.100, 0.150, 0.175, 0.200, 0.225], the result for
this evaluation is displayed in Fig. 15. These results confirm
that the performance of the original toy model degrades for
higher noise levels. In contrast, the adaptive and bias-free toy
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Fig. 15. Comparison of the baseline (original) toy model against its adaptive and bias-free variants. The models are evaluated in the cameraman picture with
increasing noise levels. The top row displays the noisy input. The second top-row represents the images processed with the original toy model. Meanwhile,
the third row are the results of the adaptive toy model. Finally, the bottom-row are the results corresponding to the bias-free model. It can be observed that
the performance original toy model degrades as the noise level increases, while the performance adaptive and bias-free model degrade less with increased
noise levels, resulting in pictures with lower noise levels.

model perform better than the original toy model for most
noise levels.

The results of this experiment confirm the diverse noise-
reduction mechanisms within a CNN, as well as showing that
the CNNs have certain modeling limitations. For example,
noise invariance, which can be addressed by further incor-
porating prior knowledge to the model, such as the case of
the adaptive model, or by forcing the model to have a more
Wiener-like behavior such as the case of the bias-free model.
In the case of the bias-free model, note that, theoretically,
it should be possible to obtain exactly the same behavior
with the original toy model if the biases of the model would
have converged to zero. This reasoning suggests that the
large amount of free parameters and non-linear behavior of
the model can potentially prevent to find the optimal/robust
solution, in which case the incorporation of prior knowledge

can help to improve the model.

VIII. WHICH NETWORK FITS TO MY PROBLEM?
A. Design elements

When choosing or designing a CNN for a specific noise-
reduction application, multiple choices and design elements
should be considered. For example, the required performance,
the memory required to train/deploy models, if certain signal
preservation characteristics are required, the target execution
time for the model, the characteristics of the images being
processed, etc. Based on these requirements diverse design
elements of CNNs can be more or less desirable, for example,
the activation functions, the use of single/multi-resolution
models, the need for skip connections, and so forth. This
section briefly discusses such elements by focusing on the
impact that such elements have in terms of performance
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TABLE II
DESIGN ELEMENTS AND THEIR IMPACT IN PERFORMANCE AND COMPUTATION COST.

Design elements Expressivity Performance No. parameters Receptive field per layer

Activation
ReLU High Best High N/A

Shrinkage Low Good Medium N/A
Clipping Low Good Medium N/A

Scale Single-scale High Good High Big
Multi-scale High Good Medium/high Small

Topology Non-residual High Good Higher N/A
Residual High Best Lower N/A

and potential computational cost. A summary of the main
conclusions of these elements is included in Table II.

1) Nonlinearity: In literature, the most common activation
function in CNNs is the ReLU. There are two main advantages
of the ReLU with respect to other activations. First, ReLUs
potentially enforce more sparsity in the feature maps than –for
example– the soft shrinkage, because ReLUs cancel not only
small values of the feature maps like the shrinkage functions
do, but also all the negative values. The second advantage
of the ReLU is its capacity to approximate other functions
(see Section V-C). Note that the high-capacity of the ReLU
to represent other functions [31], [13] (often referred to as
expressivity) may also be one of the reasons why these models
are prone to overfitting.

The better expressivity of the ReLU-CNNs may be the rea-
son why –at the time of writing this manuscript– ReLU-based
CNNs perform marginally better than the shrinkage-based
models in terms of metrics such as signal-to-noise ratio or the
structural similarity index metric [39], [40], [19]. Despite this
small benefit, the visual characteristics of estimates produced
by ReLU and shrinkage-based networks are very similar.
Furthermore, the computational cost of ReLU-based designs is
potentially higher those with shrinkage functions, because Re-
LUs require more feature maps to preserve the signal integrity.
For example, the LWFSN shown in Section VI-C achieves
a performance very close to the FBPConvNet and the tight-
frame U-Net for noise reduction in computed tomography, but
only with a small fraction of the total trainable parameters,
which allows for a faster and less computation-expensive
model [19].

As concluding remark, it can be noted that regardless of the
expressivity of the ReLU activation, it is not entirely clear if
this means that ReLU activations outperform other functions
such as the soft threshold in general. Because we could not
find articles, which are specifically focused on comparing
the performance of ReLU/shrinkage-based models. In spite
of this, there are some works that compare shrinkage-based
CNNs with other (architecturally different) models based on
ReLUs that indicate that the compared ReLU-based designs
slightly outperform the shrinkage-based ones. For example,
Herbeteau and Kevrann [40] proposed the so-called DCT2-
Net, which is a shrinkage-based CNN, which despite of its
good performance, it is still outperformed by the ReLU-
based DnCNN [7] CNN. A similar behavior was observed
by Zavala et al. [19], where their shrinkage-based LWFSN
could not outperform the ReLU-based FBPConvNet [21] and

the tight-frame U-Net [6]. Another similar case is the deep
K-SVD network [39], which achieves performance close (but
slightly less good) than the ReLU-based DnCNN. Among the
few examples were we found that a ReLU CNN performed
better than shrinkage-based models, we find the work of
Fan et al. [18], where they compared variants of the so-called
soft autoencoder and found that the shrinkage-based model
outperformed the ReLU variant.

2) Single/multi-scale designs: Single-scale models have
the advantage that they avoid aliasing because no down/up-
sampling layers are used. Still this comes at the cost of more
computations and memory. Furthermore, this approach may
lead to models with larger filters and/or deeper networks
to achieve the same receptive-field than multi-scale models,
which may further increase the computation costs of single-
scale models.

In the case of multi-scale models, the main consideration
should be that the down/up-sampling structure should allow
perfect signal reconstruction to avoid introducing aliasing
and/or distortion to the image estimates (e.g. the discrete
wavelet transform in the tight-frame U-Net and in the learned
wavelet-frame shrinkage network).

3) (Non-) residual models: Residual noise-reduction
CNNs often perform better than their non-residual counterparts
(e.g. the U-Net vs FBPConvNet and the LWFSN vs the
rLWFSN). This may be caused because the trained models
have more freedom to learn the filters, because the design
does not need to learn to reconstruct the noiseless signal,
but only to estimate the noise [12]. Also, it can be observed
that non-residual models potentially need more parameters
than residual networks, because the propagation/reconstruction
of the noiseless signal is also dependent on the number of
channels of the network.

B. State-of-the art

Defining the state-of-the art in image denoising with CNNs
is challenging for diverse reasons. First, there is a wide variety
of available CNNs, which often are not compared to each
other. Second, the suitability of a CNN for a given task
may depend on the image and noise characteristics, such
as noise distribution and (non-) stationarity. Third, the large
amount of variables, in terms of e.g. optimization, data and
data augmentation, adds reproducibility issues which further
complicate making a fair comparison between all available
models [11]. In addition, it should be noted that for many of
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the existing models, the performance gap between state-of-the
art models and other CNNs is often small.

Despite of the mentioned challenges, we have found some
models that could be regarded as the state-of-the art. The
first model to be addressed is the so-called DRU-Net [41],
which is a bias-free model [14] that incorporates a U-Net
architecture with residual blocks. In addition, the DRU-Net
uses an additional input to indicate to the network the noise
intensity, which increases its generalization to different noise
levels. An additional state-of-the art model is DnCNN [7].
This network is residual, single-scale, while also using ReLU
activations. Another state-of-the art model is the multi-level-
wavelet CNN [42], which has a design very similar to the
tight-frame U-Net [6]. Both of these models are based on
the original U-Net design [34], but are deployed in residual
configuration and the down/up-sampling structure is based on
the discrete wavelet transform. Furthermore, in addition to
use encoding-decoding CNNs stand-alone, have used CNNs
as proximal operator within model-based methods [43], [41],
which further improves the denoising power of non-model-
based encoding-decoding CNNs.

IX. CONCLUSIONS AND FUTURE OUTLOOK

In this paper, the widely used encoding-decoding CNN
architecture has been analyzed from several signal processing
principles. This analysis has revealed the following conclu-
sions. (1) Multiple signal processing concepts converge in the
mathematical formulation encoding-decoding CNNs models.
For example, the convolution and down/up-sampling structure
of the encoder-decoder structure is akin to the framelet decom-
position, the activation functions are rooted on classical signal
estimators. In addition, linear filtering also may happen within
the model. (2) The activations implicitly assume noise and
signal characteristics of the feature maps. (3) There are still
many signal processing developments that can be integrated
with current CNNs, further improving their performance in
terms of accuracy, efficiency or robustness.

Despite of the signal processing nature of the encoding-
decoding CNNs, at the moment of this publication, the integra-
tion of CNNs and existing signal processing algorithms is at an
early stage. A clear example of the signal modeling limitations
of current CNN denoisers are the activation functions, where
the estimators provided by current activation layers neglect
spatial correlation of the feature maps. Possible alternatives
to solve this limitation could be to perform an activation
function inspired on denoisers working on principles such as
Markov random fields [44], the locally-spatial indicators [45]
and multi-scale shrinkage [24]. Further ideas are provided
by the extensive survey on denoising algorithms by Pižurika
and Philips [46]. Additional approaches that can be further
explored are non-local [47] and collaborative filtering [48].
Both techniques exploit the redundancy in natural images and
only a few models are exploring these properties [49], [50].

To finalize this manuscript we encourage the reader to
actively consider the properties of the signals processed,
the design requirements and the existing signal processing
algorithms when designing new CNNs. By doing so, we expect

that next the generation of CNNs denoisers not only will be
better performing, but also more interpretable, and reliable.
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