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Abstract—Short-term traffic prediction has a lot of potential for 
traffic management. However, most research has traditionally 
focused on either traffic models – which do not scale very well to 
large networks, computationally – or on data-driven methods for 
freeways, leaving out urban arterials completely. Urban arterials 
complicate traffic predictions, compared to freeways, because the 
non-linear effects of traffic are more pronounced on short links 
and with the presence of more crossings, more modalities and non-
necessarily conservation of flow (parking). In this paper we 
consider several data-driven methods and their prediction 
performance for various situations, including both freeways and 
urban arterials, for prediction horizons from five minutes up to 
one week. The focus lies on predicting the traffic flow and speed 
given available measured data on a certain location. Thus 
challenges regarding data fusion, state estimation, and other 
methods providing complete temporal and spatial data is not 
addressed. 

The methods evaluated include several naive, parametric and 
non-parametric methods. For the evaluation of the prediction 
performance several weeks of data of various locations were used. 
Performance indicators contained the Root Mean Square Error, 
Mean Absolute Percentage Error and Mean Absolute Error. 
Because evaluating average performance might ignore the 
performance for non-regular traffic conditions, the evaluation also 
focused on non-regular traffic conditions. Especially these 
conditions are important in practice, because in these situations 
the need for accurate information is the highest.  

Real-world applicability of traffic prediction requires not only 
accurate results, but also an indication of the accuracy for each 
prediction. Earlier research has mostly ignored this, leaving this 
up to the intuition of users of these predictions. This paper 
introduces a simple way to calculate confidence intervals, 
applicable to any traffic prediction method. For comparing these 
confidence intervals between different prediction horizons, an 
error measure for the accuracy of a confidence interval is defined.  
Two methods, SARIMA (Seasonal Auto-Regressive Integrated 
Moving Average) and NLM (Neighborhood Link Method), proved 
to be the best. The results also indicate key features necessary for 
accurate traffic prediction with data-driven methods. The results 
also show reasonably accurate confidence intervals, with those 
intervals able to adapt well to different traffic situations. 

 

Keywords—short term traffic prediction, data-driven, SARIMA, 
NLM 

I.  INTRODUCTION 
Short term traffic prediction (with predictions at most a week 
forward) for e.g. traffic jam predictions or the effects of a recent 
accident, is an emerging research field because of its high value 
for traffic management, logistics and mobility services. The 
reasons for this are clear: the applications promise less 
congestion and shorter travel times. Examples where such 
predictions can be used include route advice in navigation 
systems and better regulation of traffic flows, by optimizing 
traffic signal settings. 

The inputs used for short-term traffic predictions are current 
and historic traffic conditions. By analyzing these inputs, e.g. 
with data mining techniques (data driven approach) or in 
combination with traffic flow theory (modelling approach), it is 
possible to create predictions of future traffic situations. 
Although modelling approaches show potential (see e.g. [6]), 
data driven approaches are better scalable in general (in terms of 
size of network and prediction horizon). Two main problems 
make short-term traffic predictions difficult. Firstly, traffic 
measurement data is not available for all traffic links, and may 
have gaps or incorrect data, so the data is not complete in both 
time and space. Secondly, traffic flows are complex and have 
non-linear aspects, making prediction non-trivial. On urban 
roads these two problems are more pronounced: there are far less 
measurements available compared to freeways, even though 
there are more roads and routing options. Traffic flow on urban 
roads is also more complex compared with freeways, because of 
low speeds, parking, more junctions and interaction with other 
modalities. Hence, most of earlier research has focused on 
freeways, but the applicability of their approaches on urban 
roads is not well researched yet. In this research we mainly 
focus on the second problem, assuming available sensor data, 
however including possible missing, noisy or incorrect data, 
providing short term predictions using data driven approaches. 

II. USED DATA AND EVALUATION METHODS 
Only Inductive Loop Detector Data are used, since this 

provides mostly complete measurement data (i.e. flows and 
speeds) for all used links. The data are processed computing a 
10-minute moving average, producing a new measurement at 
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time  as average of the measurements from time 9 till time . 
The reason is that the raw minute data fluctuates so much that 
no patterns are visible or predictable, while short term traffic 
prediction focuses on estimating average traffic conditions to 
support decision making (i.e. reliable and to some extent robust 
decisions). Furthermore, there are some promising method that 
assume the measurements as noiseless observations, which 
could otherwise not be used.  

The measured flow for location l in time interval t is denoted 
by q(l,t) and the measured speed by v(l,t). Several predictions 
horizons  will be evaluated:  = [5 min, 10 min, 15 min, 30 min, 
1 h, 2 h, 1 day, 1 week]. Furthermore, the estimators for time  
at location  as predicted  time intervals ago will be denoted  

 and . 

The used 14 measurement locations in Rotterdam (the 
Netherlands) include both freeway and urban locations and have 
relatively complete minute data for the used 7 weeks of data 
(September 1st 2014 – October 19th 2014) obtained from NDW 
[4]. The first 5 weeks are used for training of the methods, the 
last 2 weeks for evaluation. 

The performance of the data-driven methods is evaluated by 
the RMSE (Root Mean Square Error) and for several situations 
regarding periods and types of roads: Rush hours, Non-rush 
hours, Weekend, Urban arterial locations, Freeway locations. 

Some small modifications were made to the regular formulas 
of the performance measures to make them more appropriate for 
our analysis. Firstly, it is known beforehand that some 
measurements or predictions are incorrect or missing. These are 
not taken into account. Secondly, sometimes the measurements 
of the flow  or speed  reach or approach zero. To get useful 
results, these periods are not taken into account during 
evaluation (for all measures), namely when   60 veh/h or   
10 km/h. Note that this corresponds with traffic conditions with 
very low traffic flow, which are not all too interesting in any 
case, or very high congestion for low speed situations. 
Fortunately, these very high congestion periods do not occur 
very often, only 9.4 minutes per week on average in the chosen 
data set. 

III. DATA-DRIVEN METHODS 
Based on the literature [5,6], short-term traffic prediction can 

be divided into several categories: 

• Non-parametric methods. These methods do not use any 
additional model knowledge (e.g. traffic flow theory) to derive 
predictions. Counter-intuitively, it is allowed to use parameters 
in non-parametric methods, as long as these can be estimated 
purely from the input data. Examples of these methods are neural 
networks and clustering algorithms. In our research a Neural 
Network Method is considered. 
• Parametric methods. These methods use additional 
parameters or some model to predict traffic. This research will 
only use models that allow the parameters to be estimated from 
traffic data. General examples of this category are Extended 
Kalman Filters, time series analysis and full-fledged traffic 

models. Our research covers two time series methods (SARIMA 
and MSTARMA) and a Neighbourhood Link Method. 
• Naive methods. These methods are actually a subset of the 
previous category. They are very simplistic and no model 
structure or parameters are used. Examples for traffic prediction 
include using the historic average. This paper will cover the 
historic average and last observed measurement methods, along 
with a combination of both. 

All the chosen methods satisfy the requirements of the 
research goal: they are scalable in number of links and can be 
used in a purely data-driven approach. All used methods are 
described in detail in [8], here the highlights of the methods are 
presented. 

Neural Network (NN): Neural networks [6] are based on 
the way the human brain works: neurons activate (or trigger) 
based on their own inputs from other neurons, activating yet 
other neurons. Together, these neurons can learn complex tasks. 
Here, these artificial neurons use recent traffic measurements to 
predict future ones. Since no knowledge about traffic is used to 
create this model, neural networks are non-parametric methods. 
An advantage of neural networks is that they are theoretically 
able to overcome many of the problems associated with the other 
methods: noisy or incorrect data can be taken into account, small 
fluctuations can be separated from incidents and the non-linear 
behavior in traffic flows can be modeled. 

Seasonal Auto-Regressive Integrated Moving Average 
(SARIMA): The SARIMA method looks at traffic 
measurement data as a time series. The Auto-Regressive and 
Moving Average models, combined together known as ARMA 
or ARIMA, can be extended with a periodic part. The result is 
SARIMA. This method looks at links individually, without any 
spatial correlation. Any missing or incorrect data is a problem, 
since the method needs data at any point in time. Here the values 
discovered by [7] are used: the traffic data will be modeled with 
a SARIMA(1,0,1) (0,1,1)  process, for each link separately, and 
for both predicted variables ( and 

. 

This allows one-step predictions (for flow): 
( ,  +   1) + ( ,  +    )  

( ,  +      1) +  +    +   
 +     

 
where any measurements ( ,  with >  are replaced with 

 (so actually, one-step predictions are made  times). 
For the speed predictor  a similar formula holds. 

The result is the prediction, using the week-long difference 
as trend and using both recent and week-long moving averages. 
If any of those used measurements fall after time , they are 
replaced by their predictions, since these measurements are not 
yet available for prediction at time . If any data is missing, it is 
replaced by either its prediction or, if not available either, its 
previous value, just to make sure that the prediction process can 
continue. 

To estimate the parameters ( (l)) for both predictors 
of the SARIMA process, generally a maximum likelihood 
estimation is used to choose the parameters. Since this particular 
model has only six parameters per location, a simple grid search 
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is used to find initial estimates, which are improved using a local 
search. 

Multivariate Spatial-Temporal Auto-Regressive Moving 
Average (MSTARMA): The MSTARMA model [3] is similar 
to SARIMA, as it also uses a time series perspective. Instead of 
using a seasonal component, it uses spatial information: 
measurements of other nearby links are used to influence the 
prediction. This makes it a variant of the Vector Auto-
Regressive Moving Average (VARMA) model. Also like 
SARIMA, it has a problem with incorrect or missing data, since 
it assumes that all measurements are exact. 

The single-step predictor of MSTARMA is defined by: 

 

where any values  with >  are replaced by  and the 
predictors of flow and speed are part of vector  and 
missing values are replaced with their prediction. 
 

Neighbourhood Link Method (NLM): The neighbourhood 
link method [1] uses correlations between traffic patterns of 
separate links to create predictions: if the traffic at a location 
resembles that of another location in the past, that 
correspondence can be used to predict future traffic. The NLM 
extends this simple idea by using more than one of these 
correlated traffic flows. Missing or incorrect data is no big 
problem for this method, since a prediction only depends on a 
few measurements. In this research only the basic variant of 
NLM prediction as described in [1] is used. 

Let ( ) be the neighbourhood vector of location  with 
prediction horizon , containing the 4 locations whose flows 
correlate most with the future flow at location The locations in 
the neighbourhood vector have traffic patterns resembling the 
traffic pattern at location  with  time difference. It is possible 
that locations far away from location  in distance end up in the 
neighbourhood vector, if these have better correlation in their 
traffic patterns than nearby locations, even though that might 
seem unlikely at first sight. The prediction for location , using 
the neighbourhood vector ( ), is simply the historic average at 
location  plus the weighted deviation from the historic average 
at the neighbourhood locations (for flow): 

 

and similar for the speed predictor . To determine 
the weight vectors w a least-squares optimization of the above 
predictors is made using the training data. 

As formulated here, the NLM does not scale to large 
networks, since it needs to calculate the correlation coefficient 
between every pair of locations. To make this approach scalable, 
one can simply limit the locations in the neighborhood vector to 
some constant number of closest locations or highest shown 
correlation in the past. This way, the number of correlation 
coefficients that need to be calculated grows linearly in number 
of locations. 

Historic Average (HA): One of the simplest methods 
available is the historic average method [7]. It simply assumes 
that any future moment will be identical to the recorded historic 
average. Missing or incorrect data is not a problem, except in 
extreme cases, since an average is taken. Note that this means 
that the prediction for a certain moment in time will be the same, 
no matter the choice of . 

Stationary (S): Another simple estimator is the stationary 
method [7]. It assumes that traffic will remain as it is now. The 
method is very sensitive to errors, since the last available 
measurement is used as prediction. These estimators use the 
latest available measurement (so the measurement at time ) to 
predict  and  at time  + . If this measurement is missing, the 
measurement at the latest time with an available 
measurement is used, with < . 

Historic Average with Deviation (HAD): Since both 
previous methods, historic average and stationary, have clear 
problems (historic average with very-short term prediction and 
stationary with longer-term prediction) a simple combination of 
each will also be used [7], called historic average with deviations 
in which the historic average for  +  is adjusted based on the 
ratio between current measurement and the historic average for  
the current time interval t. As a result it combines a smoothly 
continuing traffic curve with historic patterns to predict the 
changes in traffic. Like the stationary method, the HAD method 
is sensitive to errors.  

IV. RESULTS 
All properties not related to predictive abilities of the 

methods can be found in Table 1. The number of parameters 
refers to the parameters needed by each method. These are 
estimated during the training process, given five weeks of 
training data (September 1st 2014 – October 5th 2014) of the 14 
used locations. The training time needed can be found in Table 
1 as well. All methods used the same locations and used the same 
five weeks training data as warm-up data and two weeks of 
testing data (October 6th 2014 – October 19th 2014). The 
running time is the time needed to apply the trained methods, 
creating a prediction for all 20160 measurements for a single 
prediction horizon . Thus, all methods are more than fast 
enough to use in practice. Note that training is faster than 
predicting for SARIMA and MSTARMA. This is because only 
single-step predictions were used in the training procedure (by 
nature of those methods) and multi-step predictions are needed 
for every prediction. Since all these secondary properties are 
good, the rest of the comparison will only focus on prediction 
performance. 

TABLE I.  COMPARISON OF THE PROPERTIES OF THE SEVERAL 
METHODS 
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Where  is the set of measurement locations and  the set 

of prediction horizons. 
 

The resulting RMSE comparison of the methods can be seen 
in Figure 1 for the flow predictions and Figure 2 for the speed 
predictions. For clarity, the lines connecting performances for 
the different prediction horizons    is for visualization 
purposes and not an estimate of performance in between. 
Furthermore the x-as does not contain equal step sizes, so 
relative slopes of these lines should not be interpreted. No matter 
the situation (freeway or urban links, rush hours or weekend, 
long or short prediction intervals ) the results remain roughly 
the same in shape and ordering for the researched methods.  

  
Fig. 1. RMSE of flow predictions 

Figures 1 and 2 show that the historic average method has a 
flat line, i.e. identical performance for all prediction horizons . 
This is because the historic average prediction does not depend 
on prediction horizon  or the measurements leading up to the 
predicted time point: so the errors at all time points only depend 
on the actual measurement and the historic average, which 
remains equal for different . The other methods do use those 
measured values, so their performance changes based on what 
values are available before the prediction horizon . 

 

Fig. 2. RMSE of speed predictions 

The historic average with deviations and stationary methods 
perform the worst. On time frames up to ten minutes, the results 
are acceptable, since the traffic does not change very much in 
that time frame, but longer horizons do not give acceptable 
results. The neural network method also does not work very 
well, it always predicts worse than the historic average method. 
Its almost-constant performance is due to bad performance at 
two locations, where it gave extremely high flows and speeds 
for some periods in the evaluation data. Leaving out those 
locations gives a slightly better score, but not enough to change 
its position compared to the other methods. All other methods, 
including the simple historic average method, outperform those 
three methods for larger prediction intervals. 

Another interesting thing is that the historic average method 
is performing relatively well, especially for larger prediction 
horizons. That means that when the prediction horizon increases 
that taking into account current traffic conditions including 
current existent non-regular situations (i.e. incidents) is 
becoming less relevant or can even lead to worse predictions.  

SARIMA and NLM do best on all prediction horizons, even 
though these methods are not very complicated. No conclusion 
can be made on which method is better, because the results are 
very close. The NLM prediction drops down a bit for  = 1 week, 
which is unexpected, since the found correlation for the 
neighbourhood vector is not higher. But since traffic a week 
ahead is more like the current traffic than a day ahead, this 
results is not particularly strange either. MSTARMA comes very 
close to SARIMA and NLM for the first prediction intervals, but 
for  > 15 min, it does not predict well. 

From all locations and time periods in the evaluation data, a 
period was chosen arbitrarily to contain both a traffic incident 
and a normal traffic situation. When looking at this incident, 
from 7:30 AM to 8:45 AM in Figures 3 and 4, there is only a 
small difference between NLM and SARIMA. The shown 
incident is illustrative of the results for incidents in general, 
although the exact behavior is not the same for every incident. 
Both methods do not capture this incident very well, but 
SARIMA is closer to the measurements than the NLM, although 
they have a similar shape. The other methods do not perform 
better than these two, except the stationary and HAD methods, 
but these have other shortcomings. The NLM follows the 
historic average more, even on short prediction horizons, 
indicating that its low values on the measures are likely because 
of good prediction during normal situations. SARIMA performs 
best with regard to incidents subjectively, but even then its 
prediction lies somewhere between the historic average and 
measurements. The neural network method predicts very similar 
to the historic average, but still scores worse in the measures. 
The stationary and historic average with deviations methods 
look good for   15 minutes but do not predict changes in the 
traffic very well. Finally, the historic average method is a good 
baseline for prediction, but not very useful to gain insight into 
the current and near-future traffic situations.  

Because these are only examples we identified incidents 
based on the difference between measurements and the historic 
average for a certain time period (i.e. if the measurement 
deviates more than 50 % from the historic average for more than 
ten consecutive time steps). The performance of the methods on 
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the remaining data set shows again that SARIMA and NLM 
perform best for these situations. 

 

Fig. 3. Example flow prediction for NLM with  = 15 min 

 

Fig. 4. Example flow prediction for SARIMA with  = 15 min 

V. PREDICTING CONFIDENCE INTERVALS 
Since the predictions of the discussed methods can show 

large and varying errors, it is useful to see if the methods can be 
modified to also provide a confidence interval for their 
predictions. The goal of this section is to get accurate confidence 
intervals [8] providing a means of additional information for 
decision makers, not to make them as small as possible. Small 
confidence intervals imply accurate predictions. In this section 
80%-confidence intervals will be used, to allow reasonably 
accurate predictions without having very large confidence 
intervals. 

Since prediction horizons  > 1 hour were not better than the 
historic average, only horizons up to one hour will be evaluated. 
To fully evaluate a confidence interval, it is not sufficient to look 
at the percentage of values falling inside the interval. Certainly, 
to get a feeling for how good an interval is, it is useful to look at 
what percentage of measurements fall inside. But for comparing 
the accuracy of the confidence intervals, this is not enough: for 
example, what is a better (more accurate) result for an 80%-
confidence interval? 78.1 % or 82 % of the measurements falling 
inside? There is no way to know just by looking at those 

numbers, especially if different methods do not have exactly the 
same number of measurements to compare. 

When assuming the confidence interval is correct, the 
number of measurements that fall inside the confidence interval 
is distributed binomially: , 
where  is the number of measurements,  the number of 
measurements inside the confidence interval (which is modeled 
as the random variable) and  is the chance of falling in the 
confidence interval. 

It turns out that the logarithm of the likelihood  =  (  = ) is 
approximately linear in  for fixed /n, i.e. ln   nc( ) with 
 a constant depending on . This is a result of Stirling’s 

approximation for factorials [2]. Since the logarithm of a 
likelihood preserves strict monotonicity, this allows comparing 
different results with this score (where the negative log-
likelihood is used so a lower-valued score is a better result): 

CIscore( , ) = . 
Note that the CIscore (short for Confidence Interval score) has a 
lower bound of 0, since probabilities are never larger than 1. An 
interesting property of this score is that two different percentages 
of measurements falling inside the confidence interval can result 
in the same CIscore, because it is not a linear score. For example: 
for  = 100,000 measurements, with 85,500 and 74,200 
measurements (85.5 % and 74.2 % of all measurements 
respectively) falling inside the interval, the result is a CIscore of 
approximately 0.1 for both of those (with  = 0.8). 

 
Fig. 5. CIscore of flow predictions 

Figures 5 and 6 show the resulting CIscore’s for the four 
methods and all evaluated prediction horizons . Each 
evaluation point has the percentage of measurements falling 
inside the intervals labeled next to it. As in the results for the 
predictions in section 5, the lines in the graphs do not indicate 
real values, but are only there to aid visual comparison. The 
graphs show that the calculated confidence intervals are not too 
far from the goal of 80 %: all lie between 70 % and 90 %. Also, 
although the CIscore’s and associated percentages do not remain 
constant for any method (except the historic average) while 
changing , they do not change very fast either. Thus, the 
resulting CIscore’s are mostly independent of the prediction 
horizon , which is useful for prediction. Some methods have 
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more accurate confidence intervals than others but, as discussed 
earlier, this is not very important. The results for HA are average, 
for the same reason as the results in section 5: it does not depend 
on recent measurements or the prediction horizon .  

 
Fig. 6. CIscore of speed predictions 

The NN results fluctuate, but within a reasonable margin. 
SARIMA has a strange effect in its results: the percentage at ten 
minutes is lower than at five minutes, but after that it keeps 
increasing with larger . There are several possible explanations, 
but all such explanations relate to the fact that SARIMA is not a 
perfect model for traffic prediction. Whereas the NN and HA 
methods have their confidence intervals based on their own 
predictions, SARIMA has a confidence interval derived from its 
model. So, any inaccuracies in this model, as compared to real 
traffic, are magnified with larger . The NLM confidence 
intervals for flow are not the most accurate, but still reasonable. 
For speed the NLM intervals are quite accurate. 

 
Fig. 7. SARIMA forecast at 12:00 PM 

To get a feeling for the how prediction works in practice, 
Figure 7 shows a SARIMA flow. In this graph the prediction 
starting moment  remains the same and  changes. So given all 
the information up to 12:00 PM, a prediction of the coming hour 
is made. In general, the size of the confidence interval grows 
with larger prediction horizon , converging to some limit. This 
is logical, because a longer time without measurements means 
more time for model errors to build up. Since the flow and speed 
are bounded, the confidence interval has a maximum size too. 
This growing of the confidence interval is also visible in the 
Figure 7. 

VI. CONCLUSIONS 
Short-term traffic prediction has the potential for less 

congestion and lower travel times, by improving navigation 
system information and allowing better traffic management. In 
this paper we looked at several data-driven methods for short-
term traffic predictions, namely neural networks (NN), seasonal 
auto-regressive moving-average (SARIMA), multivariate 
spatial-temporal auto-regressive moving-average 
(MSTARMA), neighbourhood link method (NLM), historic 
average (HA), stationary (S) and historic average with 
deviations (HAD). 

The resulting best methods were SARIMA and NLM: 
despite the simplicity of these methods, they performed best on 
all different situations, both when looking at all data and when 
looking at incident data. After that, the MSTARMA method 
performed best, but only for short prediction horizons, after 
which it did not perform better than the historic average 
method. The NN method performed worst, except for the S and 
HAD methods for longer prediction horizons. The secondary 
objectives of all methods, like computation time and scalability 
to larger networks, were appropriate for usage in practice. 

Additionally, predictions for more than an hour ahead, using 
any of the researched methods, were indistinguishable from just 
using the historic average. In addition, it does not seem likely 
that any data-driven method will be able to do so. Even on 
shorter time frames, some methods have difficulties beating the 
historic average. 

Some methods were expanded with confidence interval 
prediction, to give an accuracy estimate corresponding with a 
prediction. These methods, the NN, SARIMA, NLM and HA 
methods, gave good results, with observed intervals all between 
70 % and 90 %, for a goal of 80%-confidence intervals. Thus, 
these confidence intervals seem good enough to use in practice.  
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