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Clark Glymour argued in 2004 that “despite a lack of public fanfare, there is mounting evidence that 
we are in the midst of … a revolution – premised on the automation of scientific discovery” [1]. This 
paper highlights some of the philosophical and sociological dimensions that have been found empiri-
cally in work conducted with robot scientists – that is, with autonomous robotic systems for scientific 
discovery. Robot scientists do not bring definite answers to the discussed questions, but rather pro-
vide "proofs of concept" for various ideas. For example, it is not that robot scientists solve the real-
ist/antirealist philosophical debate, but that when working with robot scientists one has to make a 
philosophical choice – in this case, to assume a realist view of science. There are still few systems for 
autonomous scientific discovery in existence, and it is too early to generalize and propose new theo-
ries. However, being “in the midst of … a revolution” it is important for the research community to re-
examine views pertinent to scientific discovery. This paper highlights how experience with robot scien-
tists could inform discussions in other disciplines, from philosophy of science to computer creativity 
research.  
 
 
Scientific Discovery and Robot Scientists 
The branch of Artificial Intelligence (AI) devoted to developing algorithms for acquiring scientific 
knowledge is known as “scientific discovery.” The pioneering work in scientific discovery was the de-
velopment of learning algorithms for analysis of mass-spectrometric data [2]. In the subsequent 50 
years, much has been achieved and there are now convincing examples in which computer programs 
have made explicit contributions to scientific knowledge (e.g., [3], [4], [5], [6]). However, the general 
impact of such programs on science has been limited. This is slowly changing as the expansion of au-
tomation in science is making it increasingly possible to couple scientific discovery software to labora-
tory instrumentation [6], [7], [8], [9].  
  Science is an excellent testbed for the development of AI discovery systems: 
 

x Scientific problems are abstract, but also involve the real-world level knowledge. 



x Scientific problems are restricted in scope – no need to know about “Cabbages and Kings” – 
and are also are extensible. 

x Science assumes that Nature is not trying to deceive us, so there is no need to consider mali-
cious agents. 

x Scientific knowledge is a public good when it is openly available. 
x Science is a worthy object of our study. 

 
  A Robot scientist is an example of such an AI discovery system. The Robot scientist is a physically 
implemented laboratory automation system that exploits AI techniques to execute cycles of scientific 
experimentation [8], [9], [11]. A robot scientist automatically originates hypotheses to explain observa-
tions, devises experiments to test these hypotheses, physically runs the experiments by using labora-
tory robotics, interprets the results, and then repeats the cycle. The advent of robot scientists is of sig-
nificant philosophical and social interest. They are also of practical interest as they have the potential 
to increase the productivity of science: they can work cheaper, faster, more accurately, and longer 
than humans, and can also be more easily multiplied.  
  The robot scientist “Adam” was the first machine to autonomously discover scientific knowledge, i.e., 
to autonomously both form and experimentally confirm novel hypotheses [8]. Adam worked in the do-
main of yeast functional genomics, and autonomously both generated functional genomics hypotheses 
about the yeast S. cerevisiae, and experimentally tested these hypotheses by using laboratory automa-
tion. Adam’s conclusions have been manually confirmed using gold standard experiments. 
  The robot scientist “Eve” (Figure 1) was designed to make drug discovery more economical, specifical-
ly for neglected tropical diseases [9]. Eve integrates and automates library-screening, hit-confirmation, 
and lead generation through cycles of quantitative structure activity relationship learning and testing. 
Using econometric modeling, Eve was shown to economically outperform standard drug screening. Eve 
has repositioned several drugs against specific targets in parasites that cause tropical diseases. One 
validated discovery is that the anti-cancer compound TNP-470 is a potent inhibitor of dihydrofolate 
reductase from the malaria-causing parasite P. vivax. 
  
The Metaphysics of Robot Scientists  
A major motivation for the automation of science is philosophical: if a mechanism can be built that is 
judged to have discovered some novel scientific knowledge, then this will shed light on the nature of 
science. To quote Richard Feynman “What I cannot create, I do not understand” (on his blackboard at 
the time of his death). The advantage of this approach to the philosophy of science, compared to tradi-
tional ones, is that it is constructive and objective. In building robot scientists one is confronted with 
the need to make concrete engineering decisions that relate to a number of important problems in the 
philosophy of science: the relation between abstract and physical objects, the nature of truth, the rela-
tion between observed and theoretical entities, the origin of hypothesis, the problem of induction, etc. 
This approach to science is analogous to the AI approach to understanding the human mind through 
the creation of artifacts that can be empirically shown to have some of the attributes of human minds 
[12].  
  We argue that the software/hardware isomorphism is the key to bridging the physical/abstract di-
chotomy in the metaphysics of science (Figure 2). The key to the power of a computer is that comput-
ers implement abstract programs in physical devices. This is the insight that distinguished Turing 
from the other great logicians of his time. Although the idea that a physical object can be isomorphic 
with an abstract system is at least as old as the abacus, a Universal Turing Machine is a uniquely 
powerful physical/abstract device.  
  In a scientific investigation, to relate corresponding abstract and physical entities requires the con-
cept of “truth.” Within philosophy there are a number of competing theories of truth, including: corre-
spondence, pragmatism, verification, and coherence. These theories are associated with different on-
tologies: correspondence theories with realism, and pragmatism, verification, and coherence with ide-
alism, anti-realism, or relativism [14].  
  A robot scientist’s physical effectors (laboratory robots) can test the truth or falsehood of an abstract 
scientific proposition by specific physical experiments: an Abstract entity of type Proposition is assigned 
a truth value by a Physical entity that participates in a specified Process. This is achieved through the 
designed isomorphism between an abstract Denotation rule and a physical Denotation process (Figure 



2). This operational approach to truth does not discriminate between correspondence, pragmatism, 
verification, or coherence theories of truth. For a human scientist these different approaches may pos-
sibly inspire different ways of doing science, but given the current state of development of robot scien-
tists it is unclear to us whether there is any operational difference between these approaches.  
  One of the most debated questions in the philosophy of science is that between realism and anti-
realism. Realism is “the viewpoint that accords to the objects of knowledge an existence that is inde-
pendent of whether anyone is perceiving or thinking about them” [14]. The alternative position regards 
the existence of the real world as a metaphysical question that cannot be answered, and regards scien-
tific theories as instruments of prediction [15], [16]. As physical devices, robot scientists necessarily 
adopt a realist position as defined above. However, their approach to determining the truth of proposi-
tions is also consistent with that of anti-realism. Therefore, with robot scientists there would seem to 
be no difference in regarding scientific theories as descriptions of reality or as tools for prediction. This 
approach is related to quietism [17]. 
  The realism/anti-realism debate is closely connected to another area of interest in the philosophy of 
science that is important in the design of robot scientists: the relationship between observed and theo-
retical entities. This subject has long been a matter of debate in the philosophy of science, with some 
philosophers claiming that the distinction is not real and/or important [16]. We argue that the distinc-
tion clarifies the robot scientist's reasoning, and that what are observed and theoretical entities is rela-
tive to defined instrumentation.  
  A common view in the philosophy of science is that hypothesis formation necessarily requires human 
creativity [10]. This view has long been challenged by AI, [e.g., 19]. Most work within scientific discov-
ery has focused on automated hypothesis formation [e.g., 3]. Within the philosophy of science, hypoth-
esis formation has been closely associated with induction. This focus may be due to much philosophy 
of science being physics focused [16]. In modern biology most hypothesis formation is abductive [11]. 
What are hypothesized are factual relationships between entities, e.g., that the gene named YBR060c 
encodes for the enzyme named chorismate mutase, that the gene named YPR060c encodes a protein 
with a four-helix bundle topology, etc. Such relationships are factual rather than general laws.  
  Robot scientists follow a hypothetico-deductive methodology. Hypotheses are formed either using ab-
duction or induction. The experimental consequences of these hypotheses are then deductively in-
ferred, and then physical experiments are conducted to observe what causally happens in the real 
world. Adam used abduction to form hypotheses. A set of models is generated, each with different ab-
duced propositions. With the model (T) these propositions (H) enable the deduction of whether growth 
is predicted (O) for a particular experiment, i.e., T � H ⊧ O. These deductions are monitored by a meta-
logical program that determines the truth or falsehood of the abstract theoretical growth proposition in 
the various models [19]. This is then integrated with physical effectors to physically execute an exper-
iment and thereby determine whether actually growth occurs or not, which this can be mapped to the 
robot scientists abstract model of reality. 
  Eve uses induction to form hypotheses. To select compounds to test its hypotheses, Eve uses active 
learning [9], [20]. The active learning task is comparable to that in many other areas of science and 
engineering: identify or design artifacts that have optimal performance. However, it has an extra ingre-
dient reminiscent of reinforcement learning: balancing the exploration of compound space with the 
exploitation of regions of highly active compounds.  
 
Robot and Human Scientists  
 
Is Science Solely a Human Activity? 
It is easy to find evidence that science should be viewed as solely a human endeavor [e.g., 21]. Within 
the philosophy of science there are many advocates of a humanistic understanding of science. Howev-
er, developments in AI question the centrality of human creativity in the creation of scientific 
knowledge. Although most philosophers of science seem not to have engaged with the possibility of 
automating science, the views of certain philosophers would appear to infer that science, as a set of 
practices would be very difficult to automate. Among these are probably the two best known post-war 
philosophers of science: Karl Popper and Thomas Kuhn (of course, there are many more authors who 
have relevant writings on the topic, e.g., [22]).  



  We are unaware if Popper ever directly tackled the question of whether a machine could be engi-
neered to do science. However, it would seem reasonable to infer from his other clearly expressed 
views – that hypothesis formation requires human creativity, and that induction is a myth – that he 
would have denied the possibility of mechanizing scientific discovery [10].  
  In his postscript to The Structure of Scientific Revolutions (1970) Thomas Kuhn responds to critics 
who viewed his work as relativistic [23]. Kuhn uses his account of scientific theories to argue that sci-
ence is a special case. This is because viewing proponents of competing scientific theories as simply 
akin to members of different language-communities does not account for scientists as fundamentally 
puzzle-solvers [23, p. 205]. Kuhn is an advocate of scientific progress and believes theories and para-
digms each build upon that which has come before. Similarly, Kuhn was open to the use of computer 
programs in scientific knowledge making, and uses this fact to display his willingness to accept the 
importance of rule-following in science [23, p.191]. However, Kuhn’s larger point is that it is not quite 
right to say that scientists do not follow any fixed rules. He is arguing that scientists follow rules based 
on previous exemplars from their field (see “A Sociological Perspective” section below). Rules cannot be 
abstracted from exemplars and take their place [23, p.192], and it is prior experience and training that 
shapes how scientists judge when rules are being followed or not [23, p. 198]. Applied to robot scien-
tists the question remains open as to how prior experience and training become embedded in the rule 
following of AI programs. 
  If one accepts that robot scientists can automate many of the steps in the generation of scientific 
knowledge, then there would appear to be two main “get-outs” that would still enable philosophers to 
maintain that science cannot be automated. One get-out is that a current robot scientists is not aware 
that it is doing science, and is therefore the robots are not really doing science [24]. This type of argu-
ment would also apply to chess computers [25] – yet we are unaware of any philosopher who has ar-
gued that chess computers do not really play chess.  
  The other get-out is to deny that what was “discovered” was really novel science. For example, it 
could be argued that the new scientific knowledge was implicit in the formulation of the problem, and 
is therefore not novel. The argument that computers cannot originate anything and can only do what 
they are programmed to do is known as “Lady Lovelace's objection” [26]: “The Analytical Engine has no 
pretensions to originate anything. It can do whatever we know how to order it to perform” (Lady Love-
lace's italics). This argument has real teeth as the robot scientists Adam and Eve are very far from be-
ing autonomous agents seeking out their own scientific problems. One counter-argument is that robot 
scientists are programmed to learn novel scientific knowledge, and as they learn from observations of 
the physical world the conclusions are not purely deductive.  
  A variant of the lack of novelty argument is the argument that computers will only ever be able to do 
“normal science,” i.e., within a paradigm, and will never be able to do “revolutionary science” [23], [27]. 
Certainly existing robot scientists are not capable of doing revolutionary science. However, very few 
human scientists are either.  
  There is also an argument that such systems as robot scientists are not truly autonomous, rather 
that the systems merely are tools of scientists, and that there is always a human-in-the-loop [28]. The 
existing robot scientists are compliant with the definition of autonomous robots by IEEE P1872TM/D3 
standard “a robot performing a given task in which the robot solves the task without human 
intervention, while adapting to operational and environmental conditions.” While one may argue that 
there are certain shortcomings in Eve’s autonomy, the concept of a robot scientist, as originally 
introduced [11], implies a complete autonomy in scientific discovery.  
 
An Anthropological Perspective 
Compared to human scientists, robot scientists have a mixture of super- and sub-human abilities. La-
boratory robots have traditionally been used to automate low-level repetitive tasks. Robot scientists 
inherit this ability and have the super-human capacity to work flawlessly on extremely repetitive tasks 
for days at a time. In comparison humans perform badly at repetitive tasks, especially those carried 
out during extended periods [29]. We have confirmed this during our observational studies of human 
scientists, who routinely make mistakes, particularly when subject to hindrances like stress, time 
pressure, or distractions. Robot scientists inherit from AI abilities that have traditionally been regard-
ed as high-level for humans, such as a super-human ability to do logical and probabilistic reasoning. 
However, robot scientists are sub-human in their adaptability and understanding, and human scien-



tists are still unequalled in conditions that require flexibility and dealing with unexpected situations, 
especially those intuitive functions that might have otherwise been considered low level [30].  
  Given the mixture of super- and sub-human abilities of robot scientists, it is informative to investi-
gate how human scientists cooperate with their robot counterparts, both to improve the technology by 
playing to the strengths of human and robot scientists, and to better understand future working rela-
tionships between humans and automation. These relationships occur at many levels: from the most 
profound (deciding on what to investigate, structuring a problem for computational analysis, interpret-
ing unusual experimental results, etc.), to the most mundane (cleaning, replacing consumables, etc.). 
  One particularly interesting relationship between human and robot scientists relates to the replica-
tion of experiments. It has been proposed by Latour [31] that there is a necessary trade-off between 
the communication of conceptual information and contextual detail: scientists need to report their 
findings in the most objective and abstract forms possible, so as to create generalizable statements. 
However, the decision of which detail is conceptual and which is contextual is left to the individual 
scientist. Anthropological and ethno-methodological research indicates that this is a trait of the hu-
man mind: scientists first decide on the experimental design in very broad terms, then later infer how 
to empirically conduct the experiment, and lastly report their results in mostly the same terms as the 
experiment was designed [33]. Robot scientists, on the other hand, require a set of definite contextual 
elements to work properly, and they always log these conditions of the experiments they conduct.  
 
A Sociological Perspective  
We argued above that there are convincing examples now of scientists using computer programs to 
contribute to scientific knowledge. We are particularly interested in the nature of that contribution and 
how AI-informed scientific knowledge may differ from knowledge gathered without the assistance of 
computer programs. The earlier description of what a robot scientist does contains two key processes 
that are critical to understanding scientific knowledge from a sociological perspective: observation and 
interpretation. We will take each of these concepts in turn. The aim is to offer a sociological perspec-
tive on laboratory automation that is informed by some key ideas introduced from sociology of scien-
tific knowledge literature. 
  When scientists use the term observation they are clearly making a connection between a sensory 
input (e.g., “seeing”) and the material world around them. However, a great deal of phenomena in the 
sciences cannot be seen in any literal sense. For example, when a physicist says there are many ways 
to “observe” the recoil of an atom, they are not referring to a process that can be inspected in the same 
way that the color red can be seen when a chemistry teacher asks students to observe red fumes in a 
gas jar [34, pp. 1-2]. It is important therefore to understand exactly what is happening when a robot 
scientist is said to observe some aspect of the material world.  
  A system designed to record data must be programmed within a set of parameters, and these param-
eters need to be established and agreed upon by a group to be validated as correct indicators of the 
phenomena of interest. For example, an algorithm designed to perform pattern recognition and select 
objects according to different classes must first be programmed by a group (humans) who have decid-
ed which objects should be placed in to each classification, based on examples taken from previous 
experience of those objects. The objects that seem to generate the most agreement as to the correct 
class in which they belong can be labelled “exemplars” of that classification. Thomas Kuhn’s The Struc-
ture of Scientific Revolutions applied the theory of exemplars to scientific knowledge claims, arguing 
that major advances in scientific fields often amount to a recognition that entities previously thought 
to be the same actually contain important differences [34]. 
  The language of observation, therefore, is a means by which scientists can make distinctions between 
what is known and what is not known. There are two important implications of this argument for the 
use of robot scientists. First, the strength of any knowledge claim is linked to how far observations are 
agreed upon and shared among authoritative members of a knowledge community. The observations 
made by the robot scientist were embedded within a well-established and respected research program 
that employed skilled and knowledgeable scientists. It was those (human) scientists who were recog-
nizably authoritative and credible in their academic discipline. It was mainly because of that credibility 
that the research team was able to publish the AI-derived data as a contribution to knowledge in their 
field.  



  Arguably then, even if robot scientists can be judged to observe phenomena, the validity of the obser-
vations takes shape when those observations are discussed and defined through interaction between a 
social group. Indeed, this process is the very definition of the second concept of interest in this section: 
“the process… in which individual responses are taken up in to patterns of social interaction … inter-
pretation” [34, p. 17]. Can a robot scientist be judged to interpret results according to this definition? 
Here the sociological perspective becomes useful.  
  Clearly, robot scientists are becoming acceptable as tools for contributing to scientific knowledge 
among elements of the academic community. The observations made by robot scientists are being tak-
en up into patterns of social interaction via the human designers and operators of those systems, and 
by the acceptance of AI-derived methods by the wider academic community. Therefore the sociological 
investigations of robot scientists and their human designers offer a rich seam of possible empirical re-
search: questions that speak to fundamental issues about the role of computer programs for scientific 
knowledge making in contemporary social life. 
 
Formalization and Reproducibility 
One important social and technological aspect of scientific discovery where a robot scientist can offer 
benefit is reporting and documenting experimental results. This is of particular importance in the con-
text of “the reproducibility crisis”: “The ability to reproduce experiments is at the heart of science, yet 
failure to do so is a routine part of research” [35]; “More that 70% of researchers have tried and failed 
to reproduce another scientist’s experiments, and more than half have failed to reproduce their own 
experiments” [36]. There are many reasons for the non-reproducibility of experimental results: the 
complexity of experimental and statistical methods, “poor experimental design,” the non-availability of 
raw data, methods, and code, etc. [35], [36]. The use of natural languages to document experimental 
procedures makes this worse. For example, consider this routine natural language instruction: “inocu-
late 4 mL of liquid YPAD and incubate with shaking overnight at 30 C.” This is ambiguous. It does not 
specify the speed and mode of the shaking – is it 200 rpm, 600 rpm, and orbital or reciprocal? What is 
the duration of the incubation – is it 8 h, 12 h, or does it not matter? Such information is vital for the 
reproducibility. The reproducibility of experimental results can be improved through the recording and 
execution of experiments using robot scientists [37].  
  Humans are reluctant to record every detail of their cycles of hypotheses – experimentation – inter-
pretations, because it is time consuming and also requires knowledge of reporting standards. Humans 
are prone to make errors in recording information, and they are biased. Robot scientists are free from 
such limitations, and can record all the information required for the reproducibility at almost no addi-
tional cost and in accordance with the best practices following the recommended standards.  
 
Conclusions and Discussions  
Going back to the Glymour paper that opens this article, “Kuhn said that scientific revolutions 
generally meet fierce resistance – and the automation of discovery in science is no exception” [1]. 
However, it is to be hoped, that the collaboration between human and robot scientists will produce 
better science than either can alone – human/computer teams still play better chess that either alone. 
To understand how best to synergize the strengths and weaknesses of human and robot scientists we 
need to better understand the anthropological and sociological issues involved in human/machine col-
laboration. It is also reasonable to hope that developments in robot scientists will contribute to the 
philosophy of science: compared to traditional approaches the development of robot scientists is con-
structive and objective.  
  In chess there is a continuum of ability from novices up to Grandmasters. We argue that this is also 
true in science, from the simple research of Adam/Eve, through what most human scientists can 
achieve, up to the ability of a Newton or Einstein. If one accepts this, then just as in chess, it is likely 
that advances in technology and our understanding of science will drive the development of ever-
smarter robot scientists. To encourage research in this area Hiroaki Kitano has called for new grand 
challenge for AI: to develop an AI system that can make major scientific discoveries in biomedical 
sciences worthy of a Nobel Prize [6]. This may sound fantastical, yet the Physics Nobel Frank Wilczek 
is on record as saying that in 100 years’ time the best physicist will be a machine [38]. If this comes to 
pass, this will not only transform technology, but our understanding of science and the Universe. 
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Figure 1. The Robot Scientist ‘Eve’. 

 

 



 
Figure 2. The Robot Scientist Universe (a fragment). 
 


