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SPECIAL ISSUE INTRODUCTION

Jeremy Pitt Katina Michael Terri Bookman

n November 2018, 
the IEEE International 
Symposium on Tech-
nology and Society 
(ISTAS 2018) was held 

in Washington, D.C., U.S.A., encour-
aging contributions on the broad 
theme of “Technology, Ethics and 
Policy.” The event, the Proceedings 
of which are available [1], was fruit-
ful in terms of underpinning the 
interplay of ethical considerations, 
policy interventions, and technologi-
cal innovations when evaluating the 
prosocial benefits of new technology 

against the possibly unintended and 
undesirable negative consequences 
that may follow from unregulated 
design and deployment.

This Special Issue is inspired by, 
and seeks to build on the outcomes 
of, both ISTAS 2018 in particular 

and its predecessor conferences 
in general. As such, it continues to 
refine and pose potentially awk-
ward questions that should never-
theless be addressed by designers, 
developers, regulators, and other 
key stakeholders — i.e., citizens 
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themselves — both in the creation 
and adoption of technological inno-
vation: where does it come from 
and does it fulfil a social need or 
satisfy a human value? In solving a 
problem does it create a new and 
possibly worse problem? How can 
technological offerings be regu-
lated such that pragmatic tech-
nological solutions are not only 
beneficial to individuals and soci-
ety but that they constructively 
engage those individuals and the 
society? And to keep asking the 
same question over and over again 
[2]: “Are there any additional and 
perhaps previously unaccounted 
for considerations, par ticularly 
when reflecting on technological 

developments in fields such as Arti-
ficial Intelligence (AI)?”

The four articles selected for this 
Special Issue reflect on these ques-
tions in some depth, and can be con-
sidered under two headings insofar 
as they dealt with the themes of the 
conference: technology and ethics, 
and technology and policy.

Technology and Ethics
We start with the article “If Tech-
nology is a Parasite Masquerading 
as a Symbiont, Are We the Host?” by 
Jeff Robbins, which considers the 
similarity between a parasite that 
exploits its victim by injecting it 
with a massive dopamine hit straight 
to the brain, and technology that is 

intended to do much the same (addic-
tion by design, cf., [3, 4]). The author 
invokes the second law of thermo-
dynamics as the main theoretical 
justification for why the development 
of AI must result in the decline of the 
cognitive capacities of humanity and 
exacerbate an asymmetric distribu-
tion of power. In particular, Robbins 
stresses that thinking is negen-
tropic. It creates mental order, or 
“exergy.” Its elimination constitutes 
mental entropy as the extinguish-
ing of order that would have, or at 
least could have, been created via 
thought. The elimination of critical 
thinking is partly due to the ultra high 
organization in attention-seeking 
technology, and in those corpora-

tions deploying it, all the 
while, apparently, donning 
the cape of righteous and 
benevolent activism [5]. The 
ethical question here is the 
nature and symmetry of the 
exchange: symbiosis or 
parasit ism. Even conve-
nience comes at a cost.

The article “Human Value 
as the Basis for Sustain-
able Information Systems 
Design,” by Till Winkler, 
contributes to a growing 

body of knowledge on system 
and software design that elevates 
human values to first-class require-
ments [6]–[9], but concentrates on 
the issue of sustainability, a critical 
concern as awareness of the press-
ing need to address the climate  
emergency increases. Of  particular 
significance is the exhaustive inven-
tory and categorization of values, 
which may serve as either a check-
list or a wayfinding tool for Infor-
mation Systems  developers who 
are determined to address sustain-
ability issues by  acknowledging 
the power of their artefacts to 
“carry values,” enacting that in the 
design process so that end users 
themselves can leverage that power. 

However, one of the critical issues 
here, linking back to the Robbins 
article, is the notion of responsibil-
ity [11]–[12]. It could be argued that 
persisting with an economic system 
that elevates the maximization of 
shareholder returns over other val-
ues, such as social responsibility, is 
not going to alter corporate behavior 
with respect to issues, such as sus-
tainability, that can be deferred.

Technology and Policy
The third article in this ISTAS 2018 
Special Issue is by Efraín O’Neill-
Carrillo, Emmanuel Mercado, Oscar 
Luhring, Isaac Jordán, and Agustín 
Irizarry-Rivera, and is entitled “Com-
munity Energy Projects for Socio-
Economic Development and Energy 
Transitions in the Caribbean.” It is 
a strongly interdisciplinary study of 
decentralized energy resources, in 
particular addressing the issue of 
transforming users from passive 
consumers into active participants. 
It requires addressing the exchange 
of control for convenience by lever-
aging such values as a sense of com-
munity [12], conceptual resources 
based on shared values, and norms 
embedded in the social structure 
of a community that facilitate the 
coordination of actions among the 
members of that community for 
the achievement of shared and 
common goals [13] (one defini-
tion of social capital), and empow-
erment, which requires using the 
(so-called) Smart Meter as a means 
of fostering inter-connection, status 
visualisation and collective action 
[14], rather than a means of moni-
toring and/or revenue maximiza-
tion. In making a transition to a 
decentralized power generation 
system, promoting and increas-
ing participation in governance 
through devolution, subsidiarity, and 
grassroots institutions can facilitate 
consensus-formation and decision-
making regarding energy policy, and 

The balance and interplay between 
technological innovation, policy 
regulation, and ethical implications 
needs deep and continuous 
consideration.
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can produce a variety of solutions 
and options that are more sensitive 
and responsive to local conditions. 
This might be particularly important 
in the Caribbean, which may be 
exposed to more extreme events, 
but the principles should be appli-
cable to energy consumption and pro-
duction throughout the world.

The fourth and final article, 
“Where does innovation come 
from?,” by Zach Pirtle and Jared 
Moore, is a thorough comparative 
history of research and develop-
ment. It looks at two initiatives, the 
first being Project Hindsight, which 
was a U.S. Department of Defence 
case study that examined innova-
tions in military weapons systems 
from the end of the Second World 
War until 1962; and the second 
being Project TRACES, which was a 
National Sciences Foundation (coun-
ter) case study, which undertook a 
retrospective review of innovation in 
five different civilian technologies. 
The comparison is revealing, and 
supports the conclusion that a bet-
ter understanding of the sources of 
innovation could help policy makers 
and engineers target their work on 
achieving more desirable societal 
benefits, such as sustainability.

The Future
In summary, this special issue rec-
ognizes the broad range of issues 
facing the designers of socio-techni-
cal systems. In particular, it calls for 
a deeper consideration of the bal-
ance and interplay between techno-

logical innovation, policy regulation, 
and ethical implications. It calls for 
engineers to shoulder the burden of 
social responsibility, and to consider 
not just unintended consequences, 
but to make ethical design choices. 
These design choices make mani-
fest choices in interfaces to their 
systems, through not just partici-
patory design, but also participa-
tory empowerment.
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