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dvances in Artificial 
Intelligence — and 
Machine Learning 
(ML) in particular — 
have resulted in 

amazing progress in the last years 
and decades, democratizing tech-
nology and making many aspects 
of our lives simpler, faster, and less 
complicated. While many of us 
hear about the latest and greatest 
breakthrough in AI technology, what we hear less about is its envi-

ronmental impact. In fact, much of 
AI’s recent progress has required 
ever-increasing amounts of data 

and computing power. And this all 
comes at a cost — while current-
ly cloud computing represents 
roughly 0.5% of the world’s energy 
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consumption, that percentage is 
projected to grow beyond 2% in 
the coming years [1].

We believe that tracking and 
communicating the environmental 
impact of ML should be a key part 
of the research and development 
process, and have developed a tool 
for estimating the carbon impact 
of this process, the Machine Learn-
ing Emissions Calculator (see Fig-
ure 1). We present the tool and 
its importance in the present arti-
cle, and explore related issues  
and challenges.

Factors Involved in Estimating 
ML Carbon Emissions
Neural networks are essentially 
complicated computer architec-
tures with thousands — sometimes 
millions — of connections and 
weights, and millions of parallel cal-
culations that have to be carried 
out both during the training of the 
network (when it learns a task, for 
instance classifying images into 
classes) and during inference time 
(when the result of the training is 
applied on a new sample, i.e., an 
image that was not seen during 
training). In fact, training neural net-
works is a complicated balance of 
parameter tuning, optimization, 
and often much trial and error. For 
each successful training of a net-
work, which ends up having the 
network successfully do the task 
that it was meant to do, there are 
dozens and even hundreds of failed 
experiments. This means that 
while, in itself, a single training pro-
cedure of a given neural network is 
not necessarily very energy-consum-
ing (and carbon-emitting), if all of 
the experiments are taken into 
account, this can quickly add up to 
a significant amount of emissions. 
There are a few factors that have 
the biggest impact on these emis-
sions, however, and we will discuss 
these below.

Type of Energy Used
Few energy consumers have the abili-
ty to choose how much carbon they 
will produce when plugging in a 
device to a power outlet in their 
home or office; in most cases, this is 
defined by the energy source that the 
outlet is connected to. In the case of 
a physical device, this means that the 
energy is taken from the local energy 
grid of the socket’s location, which 
can be generated from coal, hydro-
electricity, solar, nuclear, or any com-

bination of these (and others). These 
sources can be broadly divided into 
renewable energy, collected from 
sources that are naturally replenished 
relatively quickly (e.g., wind, solar, 
hydro, tidal, etc.), and nonrenewable 
energy sources, which can take mil-
lions of years to be formed again (this 
is the case for coal).

In the case of Machine Learning 
models trained locally on a server 
connected to the power socket in 
the nearest wall, not much can be 

FIGURE 1. Machine Learning Emissions Calculator: Web Interface.
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done to select an energy source. 
However, since increasing quantities 
of models are trained on the cloud, 
it is entirely possible and even very 
easy to choose the location of a 
server used for training and, there-
fore, the energy source it is connect-
ed to. Therefore, while practically 
speaking it is hard to calculate pre-
cisely how much carbon is emitted 
by a model during its training on the 
cloud, this amount can be estimat-
ed using information about the local 
energy grid if we assume that all 
servers are connected to local grids 
at their physical location and no 
alternative source of energy exists.1

Cloud Providers
When running on the cloud, it is nec-
essary to choose a cloud provider, 
whose servers are scattered through-
out the word and therefore connect-
ed to grids with different emissions 
factors. In order to create our ML 
emissions calculator, we gathered as 
much publicly-available data as we 
could regarding the carbon emis-
sions of different energy grids, at 
varying levels of granularity, from 
regional to national. We then cross-
referenced these with cloud server 
locations from the three major cloud 
providers: Google Cloud Platform, 
Microsoft Azure, and Amazon Web 
Services. We found that emissions 
can vary by up to a factor of forty 
depending on the energy mix of the 
grid. For example, in a region like 
Québec, Canada, which relies mostly 
on hydroelectricity, this can be rough-
ly 20 grams of carbon per kWh, 
whereas in a place like Queensland, 
Australia, this can go up to 800 grams 
of carbon, since Queensland’s power 

grid relies almost solely on fossil 
fuels. The carbon emissions can real-
ly add up for a big neural network 
trained on a few graphical processing 
units (GPUs) for several weeks, result-
ing in almost a ton of carbon, or the 
equivalent of a transatlantic flight [2].

Something to keep in mind is 
that some major cloud providers are 
already carbon neutral, meaning that 
they have a net zero carbon footprint. 
This is done via carbon offsetting 
and renewable energy credits (RECs), 
which involve purchasing an equiva-
lent amount of renewable energy for 
the amount of non-renewable energy 
used. This does not mean, however, 
that the associated cloud computing 
does not emit carbon — it just means 
that there is a significant effort to bal-
ance the carbon emitted by incen-
tivizing and democratizing the use 
of renewable energy. There is also a 
general tendency towards more trans-
parency and accountability, which 
can help when choosing a given cloud 
provider when several operate in the 
same region. For instance, Microsoft 
recently announced that they will be 
“carbon negative” by 2030, meaning 
that they will remove all the carbon 
that they have emitted either directly 
or by electrical consumption since 
their founding in 1975.2

Hardware and Training Time
While computing hardware has been 
getting more powerful, capable of 
carrying out more calculations in 
less time, efficiency is being reduced 
because computing is being used for 
longer and longer to learn more and 
more complex tasks. For instance, 
MegaFace, a popular facial recogni-
tion dataset, has almost 5 million 
images [5], and training a state-of-the-
art facial recognition model with mil-
lions of parameters can take months 
on even the most powerful hard-

ware. While this case should be con-
sidered common practice, there is a 
general trend that can be observed 
towards more data, more powerful 
computing hardware, and longer 
training time. Recent data published 
by OpenAI shows that the comput-
ing power required for key ML tasks 
has doubled every 3 months or so, 
increasing 300 000 times between 
2012 and 2018. At this rate, not 
only are emissions from AI going to 
rise exponentially, but so will the 
barriers to entry in the domain, 
since few individuals and smaller 
companies and research labs will be 
able to afford the sheer computa-
tional power required to innovate 
and to beat existing leaderboards.

As we mentioned above, while the 
initial network training procedure defi-
nitely accounts for a large portion of 
its carbon emissions, there are also 
other factors to consider: for instance, 
whether it is necessary to fine-tune the 
network and to what extent. In fact, 
in a recent article comparing the car-
bon emissions produced by a neural 
network to the average lifetime emis-
sions of five cars, only a small fraction 
of those emissions were produced by 
a single model training, whereas the 
majority was a result of the architec-
ture search and hyperparameter tun-
ing [6]. This is an important factor to 
keep in mind, since many recent pow-
erful models in areas like machine 
translation and image recognition 
have been shared online with the 
broader research community, mean-
ing that it is no longer necessary to 
train models from scratch, and it is 
possible to take a pre-trained model 
and use it as is, or train it for less time 
on a more specific task. This means 
that, for example, if a neuro-linguistic 
programing (NLP) model was initially 
trained to translate English to French 
texts on a huge corpus with millions 
of documents and shared publicly, it 
can then be customized on a small-
er set of documents to carry out 

2
Sou rce:  h t t p s :// b log s .m ic roso f t .com/

blog/2020/01/16/microsoft-wil l -be-carbon 
-negative-by-2030/.

1
This is not always the case, since sometimes 

data centers rely in part or in full on local ener-
gy sources and are not connected to the energy 
grid, e.g., Google’s St. Ghislain data center, 

which has solar panels on its roof (https://
blog.google/around-the-globe/google-europe/
time-shine-new-solar-facility-and-additional 
-data-center-belgium/).
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translations in the legal domain, even 
if there were no legal documents in the 
initial training texts [3].

Action Items
We do not pretend to offer specific 
guidelines that anyone can follow to 
reduce the carbon emissions of their 
models; however, given the factors 
described above, there are some 
concrete actions that can be taken to 
reduce the carbon footprint of ML:

1)	 Choose Your Cloud Providers 
Wisely: all of the major cloud pro-
viders have information regard-
ing their sustainability efforts on 
their websites and there are third- 
party resources that endeavor to 
compare their environmental 
footprints.

2)	 Select Data Center Location: 
When requesting a cloud GPU or 
CPU, it is very easy to request a 
server in a specific location (e.g., 
U.S.-East, Europe-West, etc.) in 
order to choose the least car-
bon-intensive location. There is 
freely available emissions factor 
documentation that provides the 
carbon emitted by energy grids 
worldwide.

3)	Reduce Wasted Resources: 
Carrying out a literature review 
before starting experimentation, 
using pretrained models when 
possible, and using random 
search instead of grid search can 
reduce the quantity of failed exper-
iments needed to obtain the best 
results, and therefore the footprint 
of the model as a whole.

4)	Choose More Efficient Hard-
ware: Recent generations of 
computing hardware such as 
GPUs and tensor processing 
units (TPUs) have been specifi-
cally designed for the parallel 
computations involved in train-
ing neural networks. Using this 
hardware instead of traditional 
chips can improve the efficiency 

of training ML models, as well as 
reducing training time and there-
fore, energy usage.

5)	 Use our ML Emissions Calcu-
lator: By inputting details regard-
ing the training of an ML model, 
such as the region of the server, 
the type of GPU, and the training 
time, our tool gives as output the 
approximate amount of CO2eq 
produced. Using our tool can 
give a good estimate of the order 
of magnitude of emissions pro-
duced by a given ML experiment 
or set of experiments.3

6)	 Disclose the emissions associ-
ated with published ML results: 
Nowadays, few papers disclose 
the specifics of their training 
approach, i.e., what infrastruc-
ture they used for training and 
how long it took to obtain their 
results. Publishing both these 
details and the overall emissions 
generated by ML experiments is 
important for raising awareness 
around the environmental foot-
print of ML research.

Insight into Environmental 
Impact of ML
We have discussed some major fac-
tors and considerations in the cur-
rent article, enabling Machine Learn-
ing practitioners to have some insight 
regarding the environmental impact 
of training of their models. We realize 
that it is not always possible to take 
all of these factors into consideration 
during ML practice, which brings with 
it constraints such as privacy and 
data accessibility, but these consider-
ations are useful to keep in mind as 
a guiding thread towards more sus-
tainable ML research and practice. 

Our hope is that estimating and dis-
closing the quantity of carbon emis-
sions produced by ML models will 
increasingly become a more main-
stream phenomenon and part of the 
ML research process, similar to the 
way in which sharing code and data 
has increasingly become the norm in 
recent years. In order to facilitate this 
even further, we are currently work-
ing to create an easy-to-install python 
package that will allow seamless 
tracking during experimentation 
time. We believe that our work, along 
with that of others, will open the 
door to measuring the environmen-
tal impact of our field, and for mak-
ing positive changes in order to 
reduce those impacts.
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While we endeavor to estimate the quantity 

of CO2 produced by the energy usage involved 
in training an ML model, this is a simplified 
estimation of the total CO2 produced by a given 
ML model, which would also need to include an 
extensive Life Cycle Assessment of the hard-
ware used during the process, as well as the 
emissions produced during inference time.


