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COMMENTARY

Todd Pittinsky

ould you swerve off 
the road to avoid hit-
ting a deer? Some of 
us would, some of us 
wouldn’t. But these 

days, there’s yet another angle: what 
would a self-driving car do if a deer 
jumped in front of it? Will different 
manufacturers’ cars make different 
choices? Will your car do what you 
would do?

We each have our own “ethical 
algorithms” — who and what is worth 
how much risk or sacrifice to us. 
What should worry us about auton-
omous cars is not that they won’t 

have an ethical algorithm — they 
certainly will — but that they will all 
have the same one, shaped only by 
a combination of government regu-
lation and market research. And 
the safer we all become because of 
autonomous cars — which we cer-

tainly will — the greater cachet such 
ethical algorithms will have. There 
may not be any tragic loss of human 
variety and individualism in adopt-
ing — even inadvertently — a uni-
form ethical algorithm for driving. 
But there is plenty to be lost in the 
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many other realms, such as health-
care and education, that will inevi-
tably be swept into the empire of AI 
and algorithms. And the cumulative 
effect, of ethical algorithms dictat-
ing most aspects of our lives, should 
be worrisome.

Clearly, autonomous cars should 
be programmed to obey traffic 
laws. They should steer into a skid 
on ice, something human beings 
too often do not do, deliberatively 
or instinctively. Lives and limbs 
will be saved. But let’s look fur-
ther. You would probably speed 
up — breaking the law — to avoid 
a collision or to rush someone to 
the hospital. But will your autono-
mous car do that? You might slow 
down to let someone pull ahead of 
you just because you’re in a good 
mood and in no hurry. But would 
your autonomous car ever do that? 
People express their individuality 
and personalities when they drive. 
Sometimes they’re expressing what 
jerks they are and sometimes how 
good-natured or compassionate 
they are. Are we sure we want to 
eliminate the latter in order to elim-
inate the former?

That is perhaps the most under-
appreciated challenge implicit in 
the algorithm-driven automation — 
or impending automation — of so 
many aspects of our society. Not 
whether we can come up with an 
ethical approach, but whether we 
want to live in a world with “an” 
approach rather than the diver-
sity of ethical approaches, includ-
ing some lousy ones, that come 
from being human. M.I.T.’s “Moral 
Machine” experiments illustrate the 
challenge beautifully. They have 
created a platform for “gathering 
a human perspective on moral 
decisions made by machine intel-
ligence, such as self-driving cars” 
[1]. The result? The platform shows 
tremendous diversity across indi-
viduals in such decision-making.

Who Is Really in the 
Driver’s Seat?
Ethical diversity refers to the “diverse 
beliefs … as to what are the most 
ethically appropriate or inappropri-
ate courses of actions” and takes 
into account the different 
values and beliefs people 
hold [2]. This diversity is and 
has always been a source 
of confusion and conflict, 
from the personal to the 
international. The answer, 
however, is to have forums 
to debate and discuss the 
ethical choices embed-
ded in everyday life, not 
algorithms that render the 
choice being made invis-
ible. Not to mention leaving 
that invisible choice to for-profit 
corporations.

We need to recognize who is in 
the driver’s seat, making the deci-
sions about what new technology 
comes our way and what ethical 
decision-making (possibly but not 
necessarily a formal algorithm) is 
embedded in it. Self-driving cars 
are still largely in the future, but 
algorithms of very wide effect are 
already very much among us. More 
than 80 percent of viewing hours 
streamed on Netflix originate from 
automated recommendations. The 
vast majority of matches on dating 
apps — from casual “hook-ups” to 
lifelong partnerships — are initiated 
by algorithms.

Whose algorithms are these? 
Right now, it’s overwhelmingly prof-
it-seeking corporate interests and, 
to a far lesser extent, the whims 
of intellectual-thrill-seeking inven-
tors and engineers. There’s a sliver 
of input from academic ethicists, 
experimental psychologists, and 
legal scholars, but even these are 
all academic voices. When it comes 
to deciding how self-driving cars will 
“behave,” how about gathering — 
and using — input from a heaping 

helping of ordinary people: you, 
your neighbor, your cousin, even 
your grandmother who shouldn’t 
be driving anymore but still is. How 
about people who drive — or at least 
drive around — for a living: UPS and 

FedEx drivers, cab drivers, news-
paper deliverers, EMTs, police, the 
Good Humor Man.

The Possibility of Algorithmic 
Self-Governance
We want to keep ourselves and oth-
ers safe. But how much of our “infi-
nite variety” are we willing to sacrifice 
for that? We can engineer a solution 
to practically anything. But what if we 
want to live in a world of ethical diver-
sity and indeed, multiple solutions?

In technology, as in politics, we 
hand many important decisions 
over to someone we trust — or at 
least to someone we trust “enough.” 
But we also have mechanisms, 
such as elections and investigative 
reporting, to monitor them. There 
are, however, no such mechanisms 
for monitoring the algorithms. One 
might say we are subject to “algo-
rithm without representation.”

And indeed, Jeremy Pitt and col-
leagues have called for algorithmic 
self-governance, by which they 
mean a greater role for self-organiza-
tion in the community systems that 
will define our society as it becomes 
increasingly digital [4]. Building on 
the work of the Nobel-Prize–winning 

There is a systematic focus on 
the good that a new technology 
will provide, untempered by 
equal consideration of the harm 
it might do.
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political economist Elinor Ostrom, 
they call for affirmative attention to 
a “participation principle” whereby 
individuals affected by collective 
choices — like what Google “finds,” 
what Amazon suggests, and what a 
self-driving car will do in an emer-
gency — should be able to help 
choose the “rules of the road” [4]. 
A successful system — in this case, 
a successful society in which algo-
rithms play a tremendous role in gov-
erning everyday life — “must allow 
for such diversity and support a wide 
range of institutional types” [4]. The 
goal is that, rather than relying on 
top-down, uniform algorithms, we 

should instead empower individuals 
and self-organizing institutions to 
collaborate with policymakers in the 
shared governance of our increas-
ingly “smart” communities” [5].

To put this plainly, one reason 
democracy works is that even when 
some of us do not get the president 
we wanted — which does happen 
every time — we do know roughly 
how that president got elected, by 
whom, and for what reasons and 
we know we will have a chance to 
change that decision at the next elec-
tion. This is not true, however, of the 
many algorithms that exercise some 
control over our daily lives. We don’t 
know how they were designed, by 
whom, and for what reasons. We will 
have no opportunity to alter them, 
although another company may be 
able to do so through competition. 
In many cases, we might not even 
know an algorithm is there at all. 
Many companies are trying to make 
it more difficult, not less, for individu-

als to discern when they are interact-
ing with another human being versus 
algorithm-driven AI. In June 2014, 
a computer program (i.e., “Eugene 
Goostman”) passed the “Turing Test” 
(i.e., a threshold whereby human 
beings are unable to distinguish com-
puter-generated replies to questions 
from those of another human being) 
when it was mistaken for a human 
more than 30% of the time [6].

Alternatives to Losing 
Ethical Diversity
There are several practical alterna-
tives to passively accepting the algo-
rithms that corporations devise for 

their own purposes.
First, design the software 

to watch how an individual 
behaves — for example, 
how he or she drives — 
and then tune itself to that 
style. Speech recognition 
algorithms learn (and quite 
quickly) how you pronounce 

the basic sounds in your language; 
something like that could be done 
for driving, too.

Second, bring the algorithms 
out into the open. Generally, we 
have no idea what algorithms are at 
work, who created them, and who 
those people answer to. Since algo-
rithms create moral consequences, 
and thus reinforce or undercut ethi-
cal principles, firms must be held 
responsible. Their responsibil-
ity must be not only for the values 
their algorithms embody but also 
for being transparent about it. If an 
algorithm is designed to preclude 
individuals from taking responsi-
bility for making a decision, then 
it is the algorithm’s creator who 
should be held responsible for 
the algorithm, including the ethi-
cal consequences of the algorithm 
initiated decisions.

Third, algorithms should be really 
smart advisors with access to more 
data than any individual person 

could process. In as many cases as 
feasible, they should suggest choic-
es to enrich human decision mak-
ing, but not make our choices for us.

Eyes Too Much on the Prize
The loss of ethical diversity to algo-
rithmics is, in fact, a special case of 
a much larger set of social impacts 
that we tend to be unaware of until 
it’s too late. The underlying reason 
for this is a systematic focus on the 
good that a new technology will pro-
vide, untempered by equal consider-
ation of the harm it might do.

A particularly clear example is the 
merit review process for U.S. Nation-
al Science Foundation funding appli-
cations. This process uses just two 
criteria: intellectual merit and broad-
er impacts. The latter is defined as a 
project’s “potential to benefit society 
and contribute to the achievement of 
specific, desired societal outcomes” 
[7]. Given the intense competition 
for NSF funding — some 40 000 
proposals a year, out of which only 
approximately 11 000 are funded 
[8] — applicants respond to that 
criterion with a host of “good things” 
they can credibly foresee resulting 
from their research, ranging from 
greater diversity and inclusion in sci-
ence and engineering to increased 
public scientific literacy to stronger 
national security.

This overly simplistic focus in the 
“Broader Impacts” criteria — that 
is, its focus on directly foreseeable, 
specific, positive outcomes of the 
proposed research — is misguided. 
It is unrealistic and it can have seri-
ous consequences. What’s wrong 
with encouraging positive thinking 
about technology and society? The 
problem is that it borders on hubris 
to think that one can clearly see how 
technologies will evolve and how 
they will be positively used. Why not 
ask researchers to instead consider 
and present a wide range of possible 
outcomes — positive and negative, 

Our enthusiasm should be 
tempered.
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easily foreseen and farther afield 
but conceivable?

The combination of overly deter-
ministic and overly positive think-
ing steers both the applicants and 
the funders away from considering 
the harm that a given project might 
make possible. We read every day 
about destructive uses of the Inter-
net in society — and specifically 
about huge platforms such as Face-
book and Amazon — that are surely 
not what their inventors and early 
developers had in mind. But that’s 
likely in part because no one asked. 
After all, science fiction writers were 
able to imagine some of the current 
craziness even in the 1940s.

In this way, the National Science 
Foundation selection process — 
and many similar decision-making 
processes in the world of technolo-
gy — is the opposite of “algorithmic 
self-governance.” Only the voices 
of those who will benefit — or who 
maybe will benefit — are clearly 
heard. The voices of those who will 
or might be harmed or who will be 
left out are … left out.

It’s long past time to ask research-
ers and technology developers to 
think in advance about the social 
harm their work might cause down 
the road and not simply to enumer-
ate good things they directly antici-
pate from their research. That would 
not, of course, prevent all possible 
harm — the only way to do that 
would be to put a permanent stop to 
all scientific and technological prog-
ress. But it might give society a head 
start in controlling or ameliorating 
some of that harm.

Some humility about how little 
can be predicted and some willing-
ness to predict what can be predict-
ed even when it doesn’t make for 
good selling points for a proposal — 
these could make our headlong sci-
entific and technological progress 
at least somewhat less dangerous. 
The National Science Foundation is 

in a particularly important, indeed 
unique and critical, position to en
courage such thinking about tech-
nology and society.

A More Holistic View of 
Technology and Society
This is not a call to swing from tech-
nophilia and technothusiasm to 
technophobia. Exciting opportuni-
ties are afoot. But as public bodies, 
corporations, and individual 
consumers, our enthusiasm 
should be tempered. To 
any sufficiently important 
innovation, there is bound 
to be a dark side. There is 
a dark side to pain-reducing 
and life-saving medications; 
that’s why they are tested 
and why they have side-
effect warnings and why 
some require a doctor’s pre-
scription. A more complete 
view of technology’s social 
impacts would replace the 
search for positive impacts with a 
search for all conceivable impacts —  
positive and negative. The main 
players in today’s advance of tech-
nology — both the private compa-
nies and the governments — need 
to lead by example.

In the specific case of autono-
mous cars, a dangerous barrier 
to such analysis may be, perhaps 
surprisingly, the ubiquity of levels-
of-driving-automation frameworks. 
While levels-of-driving-automation 
frameworks can surely be useful to 
inform discourse and policy, they 
are at their core, a set of engineering 
specifications. As such they do not 
necessitate consideration of broader 
goals, including social and humanis-
tic ones. For example, as research-
ers have noted, by their very nature, 
levels-of-driving-automation frame-
works may rule out more creative 
forms of cooperation between vehi-
cles and their drivers, i.e., humans 
and their machines [9], [10].

Governments, for example, must 
mandate balanced and nuanced 
analysis. But so too must every 
stakeholder. We should not let 
either too much optimism or too 
much pessimism cloud our vision: 
the goal of social impact analysis 
should be scientific realism, so that 
we as a society get more of the best 
and less of the worst of influential 
new technologies.

Here are two strategies that can 
help:

1)	 Aggressively seek diverse per-
spectives from different stake-
holders. The most challenging 
circumstances are often com-
pletely unexpected because we 
never even made an effort to look 
for them. These are what Donald 
Rumsfeld, the former U.S. Secre-
tary of Defense, memorably 
called “the unknown unknowns.” 
One reason an array of diverse 
perspectives is useful is that it 
allows for a more thorough set of 
social impacts (positive and neg-
ative, easily foreseen and less 
discernable) to be surfaced. In 
every field, there are implicit 
assumptions about “how things 
work.” Typically, those assump-
tions hold true — that is why they 
have been adopted and internal-
ized. But they can still backfire 
under new conditions. One way 

The goal of social impact analysis 
should be scientific realism, so 
that we as a society get more of 
the best and less of the worst of 
influential new technologies.
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to break out of the rut and 
question implicit assumptions is 
to solicit advice from unlikely 
sources who may see the prob-
lem differently.

2)	 Conduct premortems [11]. Often 
students of the social impacts of 
new technologies on society find 
themselves lamenting, with hind-
sight, negative social impacts of 
a particular technology. The idea 
of a premortem is to imagine 
that a proposed technology has 
negative impacts, to identify 
what those would be, and then 
deduce backwards to under-
stand the reasons why. This 
approach helps to correct against 
a very natural bias humans 
have to assume that actions will 
have only intended consequen
ces. It forces one to become the 
devil’s advocate: If we have to 
assume — for the sake of argu-
ment — that our lovely technol-
ogy is actually a social disaster 
waiting to happen, what might 
account for that?

People are not just one thing. Nei-
ther is any given technology. We 
know full well now that when we intro-

duce new technologies, we are altering 
our societies and our own lives within 
them. We may be creating something 
that both bullies and defends us. It 
should not be done without thought-
ful examination from as many angles 
as possible — positive and negative. 
That, of course, calls upon the very 
same ethical diversity that is under 
threat in this Age of Algorithms.
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