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 We are all aware of the huge potential for arti-
ficial intelligence (AI) to bring massive benefits to 
under-served populations, advancing equal access 
to public services such as health, education, social 
assistance, or public transportation, for example. We 
are equally aware that AI can drive inequality, con-
centrating wealth, resources, and decision-making 
power in the hands of a few countries, companies, 
or citizens. Artificial intelligence for equity (AI4Eq) 
[1] as presented in this magazine, calls upon aca-
demics, AI developers, civil society, and government 
policy-makers to work collaboratively toward a tech-
nological transformation that increases the benefits 
to society, reduces inequality, and aims to leave no 
one behind. A call for equity rests on the human 
rights principle of equality and nondiscrimination. 
AI design, development, and deployment (AI-DDD) 
can and should be harnessed to reduce inequality 
and increase the share of the world’s population 
that is able to live in dignity and fully realize their 
human potential. This commentary argues, first, that 
far preferable to an ethics framework, adopting a 
human rights framework for AI-DDD offers the poten-
tial for a robust and enforceable set of guidelines 
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for the pursuit of AI4Eq. Second, the commentary 
introduces the work of IEEE in proposing practical 
recommendations for AI4Eq, so that people living in 
high-income countries (HICs), low- and middle-in-
come countries (LMICs), alike, share AI applica-
tions’ widespread benefit to humanity. 

One proxy for “benefit to humanity” is The United 
Nations Sustainable Development Agenda, which was 
adopted by the UN General Assembly in 2015; 193 
nations voted in favor of the Agenda, which includes 
17 sustainable development goals (SDGs) for the world 
to achieve by 2030. The Agenda challenges all member 
states to make concerted efforts toward the SDGs, and 
thus toward a sustainable, prosperous, and resilient 
future for people and the planet [2]. It calls for: 

……. universal respect for human rights and human 
dignity, the rule of law, justice, equality, and nondis-
crimination; of respect for race, ethnicity, and cul-
tural diversity; and of equal opportunity permitting 
the full realization of human potential and contrib-
uting to shared prosperity.1

Central to this agenda is a transformation in 
well-being that “leaves no-one behind” in the 

1Preamble [2].
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realization of the 17 SDGs. AI has enormous poten-

tial to advance the SDGs, in the content and purpose 

of its innovations, and through the process it adopts 

to produce them, and so catalyze this global transfor-

mation. Harnessing the power of AI for the achieve-

ment of the SDGs could create a more equal world 

where every person, whether a resident of HIC or 

LMIC, can live in dignity and realize their potential.

Human rights framework for guiding AI 
development to benefit humanity

In the early 21st century, the UN developed a 

human rights-based approach (HRBA) to develop-

ment [3], by which both the purpose and the process 

for socio-economic development were firmly rooted 

in human rights law. This law is expressed through 

international treaties codifying political, civil, social, 

economic, and cultural rights, and treaties protecting 

the rights of certain populations: women, children, 

indigenous people, workers, and people with disabil-

ities. Every country in the world has ratified and trans-

formed at least one of these treaties into national law; 

most have ratified several. This means that all coun-

tries have established legal recourse for at least some 

human rights. 

The HRBA process for operationalizing these 

rights, and the laws they rest upon, incorporates key 

human rights principles:

•	 equality and nondiscrimination; 

•	 participation of rights holders; 

•	 accountability that includes responsibility, trans-

parency, and remedy.

The HRBA to international development is suitable 

not only to a pursuit of the SDGs which leaves no-one 

behind, but to AI4Eq in which benefit to humanity 

is catalyzed through an approach to AI-DDD which 

applies the framework in a holistic manner. In this 

way, AI applications respect the human rights pro-

visions in ratified treaties, their developers take 

measures to ensure that these applications promote 

equality and do not discriminate against any group, 

are designed and monitored through public participa-

tion, and provide for an accountability mechanism to 

remedy any harms resulting from their use.

How can adopting an HRBA framework rooted 

in law and operationalized through human rights 

principles help ethical AI-DDD?2 Given that states 
have already ratified some human rights treaties and 
codified them in the national law, elements of AI reg-
ulation to protect the human rights of the population 
and advance equity already exist. In addition, laws 
are enforceable, while ethics are not. 

With respect to the principle of equality and non-
discrimination, given the known risk that AI can 
facilitate discrimination (particularly against minor-
ity and marginalized groups), and that unrepresent-
ative data sets can skew machine learning and AI 
decision-making, this first principle drives the anal-
ysis of an AI application to the question of who is 
left behind in its benefits. Conscious and frequent 
application of the human rights principle of non-
discrimination bring biases to light, so that AI-DDD 
can address them before they do irrevocable harm 
to  the discriminated or marginalized segments of 
the society.

Under human rights law, all people are entitled to 
meaningful, informed participation in the decisions 
that affect them and their rights. Through participa-
tion, rights-holders, including marginalized groups, 
can hold public and private actors accountable for 
the impact of AI on their well-being. However, given 
the asymmetry of knowledge and power between 
developers and users regarding, for example, 
sources of training data, algorithms, and other pro-
prietary information, conscious attention to mean-
ingful participation calls on AI developers to address 
an absence of platforms for the public review of pilot 
applications. Developing such platforms enables 
society to have input and oversight of a potentially 
biased or harmful application before it is deployed, 
and also to guide AI toward maximum social benefit.

The final operational principle in the human rights 
framework for ethical AI is accountability. Accounta-
bility is the means through which rights are actually 
realized and consists of three interdependent ele-
ments: responsibility—who/which institution has the 
duty to respect, protect, and fulfill rights, and at what 
standard; answerability—a formal process of transpar-
ency whereby the public can demand and receive 
answers to questions about how those in authority 
reached their decisions; and finally, enforceabil-
ity—when human rights standards are violated and 

2 While this commentary presents an HRBA framework grounded in the United 
Nations’ approach to development as a vehicle for AI4Eq, a focus on human rights 
provisions and/or principles is present in academic articles, as well as in multi-
lateral and civil society guidelines, although not always in the holistic manner of 
HRBA. Some examples include [4]–[7].
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individual or community harm results, a mechanism 
exists to sanction those responsible and provide a rem-
edy to the persons affected [8]. At present, accounta-
bility in ethical guidelines for AI is too often limited to 
transparency: documenting the development process 
or publishing independent audits. While transparency 
is necessary, it is not sufficient to ensure accountable 
AI; HRBA demands accountability for outcomes that 
prove harmful and requires a mechanism for remedy 
to population that may have been negatively affected, 
including the harm that denies them equitable access 
to AI benefits.3 

While the human rights framework should be 
applied in its entirety to AI-DDD, this commentary 
continues with a focus on practical application of 
the principle of equality and nondiscrimination, 
such that populations the world over can enjoy 
equal benefit to the AI systems’ innovations and 
equal protection from their potential harms. 

Promoting AI4Eq: Equal access and 
sustainable development

Fulfilling AI’s potential for good, by catalyzing a 
more equal world, poses particular challenges when 
considering the context of AI-DDD for people living 
in LMIC. In recognition of these challenges, IEEE’s 
Ethically Aligned Design (EAD) [10] project (whose 
purpose is to provide recommendations leading to 
AI development that benefits humanity), established 
the Sustainable Development Committee.4 The com-
mittee (whose multidisciplinary members included 
academics, lawyers, robotics engineers, business-
men and women, and international development 
experts) was concerned that there be “equal avail-
ability” of access to AI’s benefits that would, to use 
the SDG’s driving principle, “leave no-one behind.” It 
recognized that while:

A/IS [autonomous and intelligent systems] are 
among the technologies that can play an impor-
tant role in the solution of the deep social prob-
lems plaguing our global civilization, contributing 
to the transformation of society away from an 
unsustainable, unequal socioeconomic system 
toward one that realizes the vision of universal 
human dignity, peace, and prosperity [10, p.142], 

3In a forthcoming article (currently under review for publication in Global Policy) 
this definition of a human rights framework is applied to a total of 15 AI ethics guide-
lines produced by industry, government and civil society.” See [9].
4The author of this Commentary was the Chair of the EAD’s Sustainable Develop-
ment Committee.

this social-justice outcome would not happen with-
out a concerted focus on increasing equal access to 
AI. As things stand today, the vast majority of AI-DDD 
takes place in HIC within a homogenous, educated 
subsector of society. A recent article in the MIT 
Technology Review lamented “clear lack of regional 
diversity in many AI advisory boards, expert panels, 
and councils,” which reflected an AI world where 
only the “languages, ideas, theories, and challenges 
from a handful of regions—primarily North America, 
Western Europe, and East Asia (were considered)…
(this lack of diversity is seen in) the current concen-
tration of AI research (pdf): 86% of articles published 
at AI conferences in 2018 were attributed to authors 
in East Asia, North America, or Europe. And fewer 
than 10% of references listed in AI articles published 
in these regions are to articles from another region. 
Patents are also highly concentrated: 51% of AI 
patents published in 2018 were attributed to North 
America” [11].

The committee, in acknowledgment of this une-
qual and undesirable situation, elaborated a series 
of issues and recommendations in the EAD’s “A/IS 
for Sustainable Development” chapter, devoting two 
of the chapter’s five sections to AI4Eq: “A/IS in Ser-
vice to Sustainable Development to All” and “Equal 
Availability” [10, pp. 140–168]. The paragraphs 
which follow are adapted from those sections.

The concentration of AI-DDD in HIC leaves LMIC 
behind and undermines AI’s potential to provide 
them equal benefit, and thus serve as a motor for 
reducing global inequality. EAD’s Sustainable Devel-
opment Committee identified several factors [10, 
pp. 141, 143, and 148] currently mitigating against 
equal benefit:

•	 The concentration of AI creator capacity in a few 
countries, companies, and citizens (from wealth-
ier, more educated enclaves).

•	 Lack of the human capital and knowledge 
required to adapt HIC-developed technologies 
to resolving problems in the LMIC context, or to 
develop local technological solutions to these 
problems.

•	 Difficulty retaining A/IS capacity in LMIC due to 
globally uncompetitive salaries.

•	 Inadequate or nonexistent IT infrastructure 
needed to support AI.

•	 Lack of internet access for up to 90% of the popu-
lation in certain countries.

https://hai.stanford.edu/sites/default/files/ai_index_2019_report.pdf
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•	 Reluctance to provide open source licensing, 
and unavailability of public datasets to facilitate 
AI research and development in LMIC.

•	 Poor adaptability of AI to the needs of specific 
cultures/countries/regions.

•	 Lack of active participation of populations 
expected to use technology.

•	 Insufficient and unrepresentative data produc-
tion, biasing AI machine learning.

•	 Lack of organizational and business models for 
adapting technologies to the specific needs of 
different regions.

•	 Lack of political will to allow people to have 
access to technological resources.

•	 Existence of oligopolies that hinder new techno-
logical development.

To offset some of these structural obstacles, the 
committee recommended numerous actions, in 
both the SDG content and process, which could 
contribute toward increasing equal availability of AI 
benefits to people in the LMIC, and reduce the risks 
of marginalization.

In terms of SDG content toward achieving the goals, 
this EAD Committee recommended that researchers, 
AI designers, companies, and policy makers:

•	 Identify, experiment with, document, and pro-
mote AI technologies relevant to the SDGs (i.e., 
Big data for development relevant to agriculture, 
medical telediagnosis; global information system 
(GIS) for public service planning; drone delivery 
of critical health inputs).

•	 Develop and apply ethical standards for the 
collection, use, sharing, and disposal of data in 
fragile social, economic, and political settings 
(where privacy breaches can lead to death at 
the hands of competing militias or oppressive 
governments).

•	 Cost and propose strategies for universal public 
provision of internet services, to diminish the 
gap between the HIC’s and LMIC’s access to AI’s 
potential benefit.

•	 Support civil society organizations advocating 
for marginalized groups’ equal AI benefit and 
data protection.

•	 Integrate the SDGs into the core of private sector 
business strategies and adding SDG indicators to 
companies’ key performance indicators, going 
beyond corporate social responsibility (CSR).

In terms of the process for AI-DDD that would 
help advance equal access in LMIC, the Committee 
recommended some practical steps that various 
stakeholders and constituencies could take:

•	 Support LMIC in the development of their own AI 
strategies/applications, and in preventing brain-
drain, through retention or return of their own AI 
talent.

•	 Deploy A/IS to detect fraud and corruption, to 
increase the transparency of power structures, 
to contribute to a favorable investment, govern-
ance, and innovation environment.

•	 Encourage global standardization and open 
source AI software. 

•	 Develop public databases (protecting personal 
data), from which LMIC researchers can develop/
train locally appropriate applications.

•	 Provide fora where LMIC stakeholders can shape 
AI applications to fit their own cultural, eco-
nomic, and social environments.

•	 Form collaborative networks between HIC and 
LMIC developers, including supporting the latter to 
attend global knowledge-exchange conferences. 

•	 Promote research and support deployment of 
mobile, lightweight applications readily availa-
ble in LMIC.

•	 Prioritize development of AI infrastructure in 
international assistance as a necessary precondi-
tion to “leaving no-one behind” in AI’s benefit to 
humanity through the SDGs.

•	 Support research on adaptation of AI develop-
ment methods to scarce data environments; 
recognizing that existing methods risk bias and 
discrimination in low data-density environments.

•	 Strengthen laws for and practice of data 
protection.

The “A/IS for Sustainable Development” chap-
ter of the EAD also includes individual sections on 
A/IS and: Employment, Education, and Humanitar-
ian Action. Each of these sections analyses issues 
and makes practical recommendations that aim to 
ensure that AI not only leaves no-one behind but 
creates conditions where everyone, everywhere, 
has the opportunity to benefit equally from AI’s pro-
found transformation of society.

There remain many challenges to ensuring equal 
availability to AI’s benefit to humanity; IEEE’s Sus-
tainable Development Committee made a start on 
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recommending some practical steps that could 
advance that goal. Following these recommenda-
tions could also help diversify AI research and patent 
development to better reflect a world where LMICs 
have equal access to the resources they require and 
can create innovative AI applications which contrib-
ute to achieving the SDGs, leaving no-one behind, 
and which reflect the unique cultural, language 
and socio-economic needs of the societies in which 
they operate. 

Implementing the actions that IEEE’s EAD, 1st 
Edition layout for AI-DDD, would take steps toward 
AI4Eq, toward equality, as called for under the 
human-rights framework, as well as steps away from 
discrimination by wealth and national origin. Yet, 
either embedded in or complementary to these 
actions must be public participation, accessible 
mechanisms of accountability (which include rem-
edies for harms to users) and protection through the 
rule of law, which ensures that AI-DDD respects, ful-
fills and protects human rights, and indeed serves as 
a benefit to humanity.� 
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