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Demographic Fairness

in Biometric Systems:

What do the Experts say?
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Abstract—Algorithmic decision systems have frequently been
labelled as “biased”, “racist”, “sexist”, or ‘“unfair” by numerous
media outlets, organisations, and researchers. There is an ongoing
debate whether such assessments are justified and whether
citizens and policymakers should be concerned. These and other
related matters have recently become a hot topic in the context
of biometric technologies, which are ubiquitous in personal,
commercial, and governmental applications. Biometrics represent
an essential component of many surveillance, access control,
and operational identity management systems, thus directly or
indirectly affecting billions of people all around the world. In
order to provide a forum for experts in the field, the Euro-
pean Association for Biometrics organised an event series with
“demographic fairness in biometric systems” as an overarching
theme. The events featured presentations by international experts
from academic, industry, and governmental organisations and
facilitated interactions and discussions between the experts and
the audience. Further consultation of experts was undertaken
by means of a questionnaire. This work summarises opinions of
experts and findings of said events on the topic of demographic
fairness in biometric systems including several important aspects
such as the developments of evaluation metrics and standards
as well as related issues, e.g. the need for transparency and
explainability in biometric systems or legal and ethical issues.

Index Terms—Biometrics, fairness, bias, demographic differ-
entials, evaluation, standardisation, experts.

I. INTRODUCTION

Biometric technologies [1] have become an integral compo-
nent of many personal, commercial, and governmental identity
management systems worldwide. Biometrics rely on highly
distinctive characteristics of human beings, which make it
possible for individuals to be reliably recognised using fully
automated algorithms. Prominent examples of biometric char-
acteristics used for recognition purposes are face, fingerprint,
iris, and voice. Application scenarios of biometrics beyond
personal devices (see e.g. [2]) include, but are not limited to
border control (see e.g. [3], [4], [5]), forensic investigations
and law enforcement (see e.g. [6], [7]), and national ID
systems (see e.g. [8]).

According to the international standard ISO/IEC 2382-37
[9], the term biometrics is defined as: “automated recogni-
tion of individuals based on their biological and behavioural
characteristics”. In an automated biometric system, a capture
device (e.g. a camera) is used to acquire a biometric sample
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(e.g. facial image) during the enrolment process. Signal pro-
cessing algorithms are subsequently applied to the biometric
sample, which pre-process it (e.g. detection and normalisation
of the face), estimate the quality of the acquired sample, and
extract discriminative features from it. The resulting feature
vector is finally stored as reference template. At the time of
authentication, another biometric sample is processed in the
same way resulting in a probe template. Comparison and deci-
sion algorithms enable ascertaining of similarity of a reference
and a probe template by comparing the corresponding feature
vectors and establish whether or not the two biometric samples
belong to the same source.

Automated systems (including biometrics) are increasingly
used in decision making processes within various domains.
Some of the involved application domains have traditionally
enjoyed strong anti-discrimination legislation protection. Such
legislations, e.g. the anti-discrimination directives of the Eu-
ropean Union, aim at protecting against discrimination based
on different protected characteristics such as age or race.

In recent years, substantial media coverage of systemic
biases inherent to such systems have been reported and hotly
debated. In this context, a biased algorithm produces sta-
tistically different outcomes (decisions) for different groups
of individuals, e.g. based on sex, age, and race [10]. In
the context of biometric recognition, this means that false
positive and/or false negative error rates can differ across the
demographic groups. Such differential outcomes in biometric
systems caused by demographic performance differentials can
be measured and quantified. In this regard, (demographic)
fairness is considered a social construct, determined by general
agreement and/or laws, which is related to the consequences
of differential outcomes, i.e. it maps the response/behaviour
of a (biometric) algorithm onto an application. The aftermath
of demographic differentials can be unsettling — for example,
a large study has reported disproportionally high arrest and
search rates of African Americans based on decisions made
by automatic facial recognition software [11]. In fact, the
vast majority of works on measuring or achieving fairness
in biometric systems is focused on facial recognition [12].
Attention has been brought to face since in that biometric
modality, performance differentials mostly fall across points
of sensitivity (e.g. race, sex), see figure 1 for examples of
facial images of different demographic groups. Note that the
photos may highlight cultural differences in clothing while
face recognition algorithms would only process facial regions.
Consequently, the overlap between technical and the social
issues, i.e. adverse effects on classes that have been determined
by society (protected classes), makes face recognition an ex-



tremely sensitive topic. While most research on demographic
fairness is focused on face recognition, biometric systems
relying on othe characteristics (in particular behavioural bio-
metrics) still need to be investigated to see whether these might
as well exhibit demographic performance differentials.

Fig. 1: Examples of different demographics which might ex-
hibit performance differentials in a biometric system utilising
facial information (images taken from a publicly available
research database [13]).

Obviously, there are other covariates that may negatively
influence the performance of biometric recognition systems,
e.g. environmental factors such as illumination. It is important
to note that fairness only relates to differential outcomes corre-
lated with demographics, i.e. intrinsic properties of individuals.
However, there might be an overlap between variations in de-
mographics and other, e.g. individual, variations. For instance,
a beard might be related to an individual style but also to
religious beliefs and may, in the latter case, be worn frequently
by a certain demographic group [14]. Since biometric systems
should work well in every situation, these issues are related.
The observation and discussion that biometric systems are not
equally fair among (groups of) individuals dates back to Dod-
digton’s zoo menagerie [15], a pioneer work on providing a
structure to describe the biometric performance of individuals.
In one of the largest evaluations of demographic effects in
biometrics, large (orders of magnitude) differential outcomes
have been established in numerous commercial algorithms
submitted to the NIST Face Recognition Vendor Test (FRVT)
benchmark [16]. In contrast to the face, for some biometric
characteristics, e.g. fingerprints or finger vein, performance
differentials do not necessarily fall across protected groups
[17], [18].

Although biometric systems are supposedly not created
to be explicitly unfair against any group, demographic dif-
ferentials can occur independently of the intentions of the

system designers. They can be exhibited (and propagated)
at many stages of the decision-making pipeline, including
but not limited to training data itself, as well as the data
processing [19]. Due to the unprecedented scale and scope of
such systems, the potential impact of erroneous or inaccurate
decisions may be even higher than in the typical, human-
based processes [20]. In recent years, measuring and ensuring
the fairness of such systems has often been discussed in
the media and the political circles, with the research interest
increasing accordingly. Said interestedness notwithstanding,
this topic is still relatively new — comprehensive legal and
practical provisions do not yet exist. From the academic point
of view, while preliminary studies do exist, the area has by
no means been researched exhaustively yet. Although some
studies have approached ensuring fairness in various machine
learning contexts (see e.g. [21]), for computer vision and
biometrics in particular, this remains a nascent field with much
research potential.

To motivate the research in this field and enhance the
problem understanding between stakeholders, in March 2021,
the European Association for Biometrics (EAB) [22] organised
an event series on demographic fairness in biometric systems
consisting of two half-day workshops [23] with expert lectures
and moderated discussion panels'. For these events, more than
120 experts from academia, government, industry, as well as
NGOs registered. All registered experts were aware of the
debate and research on demographic fairness in biometrics
(or more broadly, in algorithmic decision systems) beforehand
and were asked to participate in a survey on the topic of
demographic fairness in biometric systems. This survey was
developed by the organizers prior to the event. It was designed
to include only a small list of questions which capture the
most important aspects of fairness in biometrics, ranging from
technical to legal and societal aspects. The remainder of this
this work summarises:

o The answers of 27 experts who participated in the afore-
mentioned questionaire, see figure 2.

« Insights gained from the presentations and panel discus-
sions of the aforementioned event series. In this case,
discussed findings do not directly correspond to the
questionaire.

« Comments provided by expert reviewers.

Collected insights of the above listed sources of information
are sumamrised and some quotes of experts are provided. In
addition to the summary of the listed sources of information,
findings and results reported in the scientific literature are
mentioned where appropriate. This work links the perspectives
of different stakeholders on the issue of fairness in biometrics,
directs towards future research efforts which are expected to
reveal benefits for real-world applications and can adhere to
possible future regulations.

The above listed sources of experts’ opinions are organ-
ised as follows: section II discusses techno-social challenges
and dilemmas regarding achieving demographic fairness in
biometrics and other automated decision systems. Section III

'EAB is continuously organising events related to research topics in
biometrics, see: https://eab.org/events/
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Fig. 2: Properties of experts participating in the conducted
questionaire on demographic fairness in biometrics.

stresses the need for privacy-preserving data collections which
enable fairness measurement in biometric systems. Important
aspects on the definition and standardisation of evaluation
metrics are summarised in section IV. The fundamental need
for transparency and explainability as a key requirement for
fair and trustworthy biometrics is discussed in section V.
Subsequently, pertinent ethical and legal aspects surrounding
the development of fair biometric systems are mentioned in
section VI. Finally, section VII concludes this work with
additional discussions and future research lines.

II. THE FAIRNESS DILEMMA

Research in the area of algorithmic fairness concentrates on
the following topics:

o Theoretical and formal definitions of bias and fairness
(see e.g. [24], [25], [26]).

« Fairness metrics, software, and benchmarks (see e.g. [21],
(271, [28]).

o Societal, ethical, and legal aspects of algorithmic
decision-making and fairness therein (see e.g. [29], [20],
(301, [31], [32]).

« Estimation and mitigation of bias in algorithms and
datasets (see e.g. [33], [34], [35], [36], [37], [38], [39],
[40], [41]).

Despite several years of research, there exists no single
agreed coherent definition of algorithmic fairness. In fact,
dozens of formal definitions (see e.g. [25], [26]) have been
proposed to address different situations, which are additionally
entangled with different criteria of fairness”. Certain defini-
tions, which are commonly used and advocated for, are even
provably mutually exclusive [42].

2See also https://towardsdatascience.com/a- tutorial-on-fairness-in-
machine-learning-3ff8bal040cb and https:/fairmlbook.org/ for visual
tutorials on bias and fairness in machine learning.

Fairness is especially critical in algorithms that are ex-
plicitly designed around the concept of individual identity,
such as biometrics. From a technical point of view, demo-
graphic differentials in biometric systems can be measured
and quantified. It is generally agreed that one of the key steps
for measuring demographic differentials is the collection of
adequate datasets. Said datasets are required to contain subsets
of a variety of demographic groups and shall also allow for
scenario-based evaluations. Conducting such a data collection
creates its own challenges (see section III). According to
an expert, a fair biometric system should produce the same
outcome for different demographics:

“Algorithmic systems should produce the same
outcome if all independent variables, except for
demographic variables, are the same.”
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Fig. 3: Demographic fairness as key factor towards trustworthy
biometrics, among others.

That is, in a fair biometric system, testing on a demographic
subset should ideally reveal the same results compared to
testing on the entire population. For performing such eval-
uations first attempts to define suitable metrics have already
been made, e.g. in [43], [44], which is considered another
essential prerequisite towards reaching fairness in biometric
systems. Further, it is of utmost importance to not only
compare individual biometric algorithms, but also to put their
performance in relation to that of humans. This is the case
because the concept of fairness, or the lack of it, also exists
in human made decisions [45], which can influence both,
algorithm design and algorithm evaluation. Ideally, appropriate
metrics should be standardised (see section IV). As mentioned
earlier, an unambiguous definition of fairness might only be
defined for a specific application scenario. However, it is
questionable whether definitions of fairness should solely be
based on technical measures. Numerous related issues, e.g.
transparency and explainability (see section V) or ethical
and legal aspects (see section VI), are inevitably related
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with demographic fairness, and need to be solved to achieve
trustworthy biometrics, see figure 3. All stated requirements
generally agreed upon by experts notwithstanding, a global
definition of fairness in biometrics is still lacking. One may
argue that fairness needs to be rigorously defined first (possibly
in relation to different norms, contexts, and application areas),
before it can be improved.

III. DATA COLLECTION AND PRIVACY PROTECTION

It is generally agreed among experts that large-scale data
collections are vital towards reliable measurement of demo-
graphic differentials in biometric recognition systems, see
figure 4. Such datasets should not be limited to facial imagery,
but ideally comprise a multitude of biometric characteristics
including relevant annotations beyond demographics [14]. It
is required that the vast majority of demographic groups is
represented in such a large-scale database where subsets per
country or clusters of countries could be defined.
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Fig. 4: Should large-scale, but strongly privacy-conscious,
data-collection be initiated to evaluate the demographic dif-
ferentials in biometric systems?

The majority of current biometric systems heavily relies on
deep learning where massive datasets are employed for algo-
rithm training [46]. Research groups have found that a biased
training, i.e. based on datasets which are unbalanced w.r.t.
demographics, can be the reason behind an unfair biometric
system, e.g. in [47]. However, different works have found that
a demographically balanced training databases may not be
sufficient to improve biometric recognition systems towards
making fairer decisions. [48], [49].

Despite the advantages of such a large-scale database,
privacy concerns w.r.t. to the collection of biometric data and
subsequent performance trails arise, as stressed by an expert:

“Such trials should, however, ensure maximum
possible protection of subjects’ data, as well as to
ensure that the subjects providing their data have full
understanding of how their data will be used.”

In the context of biometric systems, privacy relates to the
protection of biometric data. Privacy-enhancing technologies
that implement fundamental data protection principles have
been introduced for protecting stored biometric data which

are generally classified as sensitive is considered as highly
sensitive in many privacy regulations, e.g. the General Data
Protection Regulation (GDPR) [50] of the European union.
This is especially true when such a database contains de-
mographic information beyond identity. Hence, data subjects
should be in control of their own data and protection of their
privacy must be guaranteed, e.g. through biometric template
protection [51], [52]. Additionally, full transparency on usage
must be ensured. Transparency in a biometric system means
that its processing steps and are easily comprehensible and
accessible, i.e. subjects providing their data should have full
understanding of how their data will be processed/used and
they should be able to revoke their consent. With respect
to the transparency, various approaches have been recently
introduced to enhance the explainability of biometric decisions
[53]. Experts agree that a high extent of transparency and ac-
countability, in particular w.r.t. privacy and data protection, is
needed when conducting such a data collection (see section V).
If a large-scale database should include a huge variety of
demographics, it is likely that it has to be collected in different
countries. In this regard, it is important to note that there are
huge differences in how data privacy is regulated worldwide,
if at all [54]. An expert summarises,

“Transparency of automated decision making
systems is a very complex and very prolific research
area at the moment and it is not currently clear how
to achieve this.”

A privacy-compliant way of creating a large-scale biometric
database that is balanced regarding demographics can be
to fully rely on algorithms that allow for a controllable
generation of synthetic biometric data [55], [56]. Different
approaches for the creation of synthetic biometric data have
been proposed in the scientific literature, e.g. for fingerprint
[57] or iris [58]. Recent advances in deep convolutional neural
networks have achieved further improvements in synthetic data
generation including biometric data. In particular, Generative
Adversarial Networks (GANSs) [59], have shown remarkable
results for the generation of biometric data including the
face [60]. The use of such techniques would certainly enable
the creation of a demographically balanced synthetic large-
scale biometric database, if demographic factors serve as
parameters to the synthetisation process. Further, it needs to
be assure that generation methods do not suffer from any
identity leakage, i.e. there should be no correlation between
identity infromation contained in the training data and the
syntehtically generated data. This means, these methods must
not reproduce biometric data that matches the training data
which has recently been shown to be the case for some GAN-
based generation approaches [61]. Whether synthetic biometric
data does realistically simulate real world applications, is an
question that requires further investigations [62].

IV. EVALUATION METRICS AND STANDARDISATION

As already mentioned in the preceding sections (see sec-
tion I and II), fairness should be measured w.r.t. a certain con-
text or application. Therefore, works on metrics to technically
measure the fairness of biometric algorithms are frequently



limited to estimate performance differentials. It is important
to note that in some cases, differential performance may not
impact outcomes. More precisely, biometric comparison score
distributions may move while being far away from the decision
threshold of the biometric system. In this context, experts
stress that differential outcomes should be differentiated from
differential performances:

“It is important to distinguish between differ-
ential performance and outcomes to assess actual
impact on end-users; in some cases differential per-
formance may not impact outcomes.”

To assess the actual impact on end-users, differential per-
formance and outcomes need to be distinguished in an
application-specific way, e.g. impact of being suspected in
a watchlist scenario, missing a flight efc. It is important to
clearly specify the scenario being tested; the current evalua-
tions may be suitable for technology and scenario evaluations,
but some operational conditions may also be highly relevant
for tailoring the metrics and evaluation protocols. However,
design of an assessment that fits the operational conditions
remains a challenge. A feasible path to be followed towards
a fairness measure could be to assign weights to the specific
scenarios. Depending on the application, differential outcomes
according to technical metrics, e.g. false non-match rate or
false match rate, or operation modes, i.e. verification or
identification, could be assigned weights to derive an overall
fairness measure. However, such an assignment of weights
is usually outside of scope of academic investigations and
requires joint effort from different stakeholders.

It is generally agreed among experts that complete fairness
might not be achievable in biometric systems. For instance,
identical performance in terms of false match rate may lead
to performance differentials in terms of false non-match rate,
and vice versa. Further, demographic fairness may not only
depend on the biometric algorithm itself. For instance, if a
biometric system is operated in identification mode (one-to-
many comparison), performance differentials can result from
an uneven composition of demographics in the gallery which
may be referred to as watchlist imbalance effect. In detail,
false matches can occur with significantly higher probabilities
within the same demographic group [63]. Consequently, false
matches become more likely in biometric identification trails
for demographic groups that are overly represented in a
gallery.

The above mentioned issues can partially be tackled by fur-
ther improving the performance of biometric systems. Experts
agree that demographic fairness and biometric performance are
highly correlated. A general reduction of error rates would
decrease the absolute number of differential outcomes in a
biometric system and, hence, improve fairness, as argued by
an expert:

“As algorithms become more accurate there are
fewer errors for all demographic groups, so more
accurate algorithms help.”

In contrast, current works report a trade-off between demo-
graphic differentials and recognition accuracy, i.e. a decrease
of performance differentials frequently yields a decrease of the

overall biometric performance [12]. In some biometric sys-
tems, a mitigation of demographic performance differentials
may be achieved by forcefully ignoring some attributes, e.g.
sex, in order to improve demographic fairness which obviously
reduces the amount of extracted information. Considering the
inevitable limitations of some biometric systems, a reduction
of error rates to a level where performance differentials
become insignificant is considered challenging. Experts agree
that good biometric sample quality [64] is a prerequisite for
performance improvements in biometric systems. Finally, it
is important to establish what constitutes “unfair”, especially
at very low overall error rates. For this purpose, certain
(application-specific) criteria need to be introduced, similarly
to existing measures for other use-cases, e.g. the four-fifths
rule used by the uniform guidelines on employee selection
procedures [65].

Standards

Fig. 5: Metrics to measure fairness in biometric systems need
to be defined in standards which are required for testing and
certification.

For the goal of certifying biometric systems w.r.t. de-
mographic fairness, standards need to be established which
comprise evaluation metrics and criteria to be applied, see
figure 5. Note that an international group of experts is currently
working on a dedicated ISO/IEC standard [66], which is
considered as an important activity:

“Independent bias performance evaluation or
even certification could be a step forward.”

The use of such standardised metrics and evaluation method-
ologies further enables a transparent comparison of biometric
systems and sets a precondition for deployment. Moreover,
experts suggest that suitable databases might be distributed
together with standards. Independent benchmarks conceptually
similar to e.g. NIST FRVT [16] could also be considered in
the context of systems’ certification. It is further suggested that
said standards may also include measures to evaluate human
fairness, e.g. for manual border control. It has been shown
that humans’ face recognition abilities reveal demographic
performance differentials as well, in particular the other-race
effect has been prominently documented, e.g. [67]. In this
regard, it is important to note that experts share the opinion
that some automated biometric systems are likely to be more
fair than humans. On the one hand, this would be something
that needs to be better communicated; on the other hand,
this suggests that human fairness may not represent a suitable
criteria to decide whether fairness is fulfilled in a biometric
system. In addition, it is concluded that besides biometric
algorithms, standardised evaluation metrics should be used to
test human performance to identify training needs.

V. TRANSPARENCY, EXPLAINABILITY, AND OVERSIGHT

The aforementioned efforts on standardisation are expected
to lead to more transparency and, hence, acceptability of
biometric systems, as mentioned by an expert:



“Standardization and documentation of biometric
algorithm will lead to more transparency and trans-
parency will lead to acceptability.”

Beyond that, individuals who use biometric algorithms should
be aware of further properties of the system, e.g. how data is
stored, efc. (ideally, biometric data should stay in the hands of
the user). Furthermore, it is necessary for users to understand
the decision process of a biometric system. On the one
hand, experts believe that a more transparent decision-making
process is a key requirement towards achieving trustworthy
biometrics. This is a major issue which is related to explaining
what is learned and encoded within neural network systems
based on a specific training dataset. On the other hand, it
is important for operators in order to adjust the biometric
system’s decision if required, i.e. by inserting a human in the
loop [68].

Regarding the use of machine learning, it is agreed among
experts that explainability represents a challenging problem in
many state-of-the-art biometric systems. However, it is also
important to note that experts perceive a disconnect between
what biometric system developers are trying to accomplish and
what the public perceives it is being used for. Consequently,
there is a great need to communicate the principle of operation
of biometric systems and their impact to the general public and
how such technologies will protect, not harm, their everyday
lives. Furthermore, it is noteworthy that many automated
decision-making systems which are not based on machine
learning may also lack explainability and, more importantly,
human decisions may not be transparent, explainable, or as
accurate either.
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Fig. 6: Should independent oversight, in principle, be con-
sidered for deployments of algorithmic decision systems,
including biometrics? (e.g. surveillance, border control).

According to many experts in this field, independent over-
sight should be considered for deployments of biometric
systems, see figure 6. The size and scope of such a system
as well as a differentiation between commercial and govern-
mental operators could constitute some of the viable criteria
to decide on whether such oversight is required. Moreover,
the application scenario and its impact should be considered,
e.g. automated border access control applications are different

from watchlist identifications.

VI. ETHICAL AND LEGAL ASPECTS

Ethical and legal aspects play an important role towards
developing fair biometric systems. Regarding the collection
of biometric databases, privacy regulations need to be taken
into account (see section III). For instance, in the European
Union the GDPR [50], regulates the use of biometric data. On
the one hand, the GDPR is considered as good from a user’s
point of view, since it imposes obligations on data controllers.
On the other hand, this privacy regulation is challenging
from the operator’s point of view, since it frames its use.
This means, laws regarding the use of biometric data may
improve the users’ trust in biometric technologies while they
may slow down the development of fairer biometric systems.
As previously mentioned, some experts identify the use of
synthetic biometric data as one solution to this problem.

It is agreed among experts that legal rules should be based
on use-cases and their impact, e.g. what degree of harm could
be caused. Both commercial and government operators should
be required to fulfill the same obligations. Lawmakers and
regulators already have experiences in regulating fairness in
other fields, e.g. discrepancies in hiring rates or payment.
However, experts warn that even if rules/measurements are
stipulated for some use-cases, these usually tend to be highly
ambiguous and, hence, mostly shift burdens. Furthermore,
there is currently no measure that could be directly re-used for
biometric systems. Communication to lawmakers and regula-
tors to create awareness of the issue of demographic fairness
in biometric systems is considered to be another important
issue. Moreover, experts recommend that oversight by legally
independent authorities should be mandatory for (large-scale)
biometric systems (see section V).

From an ethical point of view, some experts warn against
the discrimination of certain groups w.r.t. the use of biometric
systems, e.g. individuals with disabilities, defects, and other
issues that prevent them from using one or more of the
most widely used biometric technologies. Further, experts
identify the lack of socio-economic awareness or educational
background of operators of biometric systems, e.g. border
guards, as potential source for ethical issues.

VII. CONCLUSION

Quantifying demographic differentials in biometric systems
and identifying sources thereof enables informed policy deci-
sions by the relevant stakeholders, while simultaneously being
fundamental for the development of unbiased, fair algorithms
in the future. Those matters are directly related to the deploy-
ment of biometric systems, in particular ensuring uniformly
high quality of service and usability for all the system users.
Furthermore, demographic performance differentials can di-
rectly affect the biometric recognition performance, and hence
negatively impact the usability and security of the systems.
The measurement and mitigation of demographic performance
differentials in biometric systems still represents a nascent
field of research [12].



This work summarised opinions of experts on the topic
of demographic fairness in biometric systems as well as
other related topics. Experts’ inputs were obtained in the
course of an event series organised by the EAB. In summary,
the following key recommendations towards fair biometric
systems can be derived from the experts’ opinions:

» Large-scale biometric databases need to be collected in

order to reliably measure demographic performance dif-
ferentials. Collections shall be performed in a transparent
and privacy compliant manner. In this context, synthetic
biometric data generation should be investigated as an
alternative privacy compliant solution.

Standardized evaluation metrics shall be developed and
applied in order to measure and compare demographic
differentials in a transparent manner. Here, differential
performance and outcome needs to be distinguished and
the application scenario should be taken into account.
Towards demographic fairness, the explainability of bio-
metric decisions requires improvement. At the same time,
independent oversight, in particular by legal and ethics
experts, should be considered for deployments of algo-
rithmic decision systems including biometrics.
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APPENDIX
QUESTIONNAIRE
1) What is your professional background?
(a) Government
(b) NGO
(c) Industry
(d) Academia
(e) Other (free text)
2) Which age group are you in?

(a) 21 - 30
(b) 31 -40
() 41 - 50
(d) 51 - 60
(e) 61 - 70

(f) None of the above (free text)
3) What is your gender?
(a) Female
(b) Male
(¢) None of the above (free text)
4) What are your expectations for this series of events?
Free text
5) Prior to learning about this event, were you aware of the
debate and research on demographic fairness in biomet-
rics, or more broadly, in algorithmic decision systems?
(a) No
(b) Yes
(i) What do you believe to be the most important
challenges and open questions in this context?
Free text
(i) How should biometric fairness w.r.t. demographic
factors be defined and measured?
Free text
(iii) Should large-scale, but strongly privacy-conscious,
data-collection be initiated to evaluate the demo-
graphic differentials in biometric systems?
Free text

6) Should independent oversight be, in principle, considered
for deployments (e.g. surveillance or border control) of
algorithmic decision systems, including biometrics?

(a) No
(b) Yes
(i) What criteria should be used to decide this? For
example, based on the size and scope of such a
system, or differentiating between commercial and
governmental operators, efc.
Free text

7) What extent of transparency, accountability, and explain-
ability should be expected from deployments (e.g. gov-
ernmental) of biometric technologies?

Free text

8) Beyond algorithmic fairness, what do you consider to
be the current largest challenges and open questions in
biometrics?

Free text
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