Real-Time 3-D Head Motion Estimation in Facial Image Coding
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Abstract In the procedure, only three feature points, the eyes

A simpl dure that v three feat ints t and the nose, are required to form a 3-D feature triangle.
. fs'msf’g ;r)]rocg uref af uses only ;ee e_g uref POINTS 10\ 5tice that these feature points can also be used to facili-
infer 5-b head maotion from consecutive video Tames IS0 facial expression extraction if the "clip-and-paste"

pr(_aser;thed.thln tf;ls tproced_urte, a fetaturet. trlﬁnglel.éorrp%d mechanism is adopted.
using the three fealure points 1s automatically calibrated, Initially, the feature triangle is automatically calibrated

and an iterative method that simulates steepest descer\.tlsing a video camera capturing one's front face. The cali-
”?et_hOd IS applled_ fo estimate one's h_ead motion. A P'e%ration process, as shown in Figure 1, is simplified to be
diction algorithm is adopted in occasional cases where only a calculation of the triangle's depth value, because
%human heads can be considered to have similar size, and

been applied to live video V.V'th an update rate. of 7 we can assume the size of the 3-D feature triangle is fixed.
frames/sec (250 frames/sec without feature extraction) on

; i As a result, the feature triangle's depth valiecan be
a Pentium-1l 233MHz PC, independent of cameras andobtained quickly from the equatiah= | x F / L, wherel

USErs. is a pre-defined edge length of the 3-D feature triargle,
is the measured edge length from a video frame Faisd
. a known distance from the projection plane to the camera
1. Introduction in an internal camera geometry.
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In researches of model-based videoconference or vid-
eophone, one key problem is how to obtain one's head ! %
motion in 3-D space. The problem is usually resolved in ! Z
two steps. First, feature points have to be extracted and camera | R
correlated between two consecutive video frames. Second, © 0| T N X
a minimization procedure is applied to find an optimal the feature triangle
transformation that fulfills the established point corre- unknown
spondences. In [1], Huang and Netravali presented a
comprehensive review of related algorithms. ) ) ) )

Methods of feature extraction vary widely from the use ~ After the calibration, a steepest-descent iterative
of optical flow [2][3], artificial markers [4], face color [5], Method that transforms the 3-D feature triangle with a
to template-matching [6][7]. Feature extraction is a time- small variation is applied. In one iteration, there are to-
Consuming process, and the Comp|exity of 3-D head mo_ta”y 12 transformations, which are rotations abﬁMt',
tion estimation mostly depends on the method of featuretY-, *Z-axes, and translations aloa-, +Y-, +Z-axes.
extraction. In general, if more features are used, the mo-The transformation with the smallest error is selected for
tion estimation requires more time in finding an optimal the next iteration, until the error is within a given thresh-
solution. old. The error is calculated by measuring the distance

In Section 2, a simple procedure using only three fea-between the real feature triangle on a video frame and the
ture points to recover one's 3-D head motion is presentedprojected 3-D feature triangle. Four criteria are developed
Results and conclusions are addressed in Section 3. to measure the distance, as listed in Figure 2. The iterative

method that is actually performing a local optimization

2. The Proposed 3-D Head Motion Estimation ~ €an work because head motion is relatively small in a
Procedure video sequence, as indicated in [8].

Figure 1. The calibration of the 3-D feature triangle.
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Figure 2. Four criteria used to measure the distance between the real and estimated feature triangles.
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Figure 3. Apply the proposed procedure to live video at 7 frames/sec. The triangle's normal vector denotes the
orientation of the nose, and the position of the triangle corresponds to the face's translation.



