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Abstract

Unmanned aerial vehicle (UAV)-enabled communication networks are promising in the fifth and

beyond wireless communication systems. In this paper, we shed light on three UAV-enabled mobile

edge computing (MEC) architectures. Those architectures have been receiving ever increasing research

attention for improving computation performance and decreasing execution latency by integrating UAV

into MEC networks. We present a comprehensive survey for the state-of-the-art research in this domain.

Important implementation issues are clarified. Moreover, in order to provide an enlightening guidance

for future research directions, key challenges and open issues are discussed.
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THE emerging computation-intensive applications (e.g., automatic navigation, face recognition,

unmanned driving, etc.) are triggering a revolution of mobile applications and can significantly

improve the quality of experience (QoE) of mobile users. However, they impose a great challenge on

mobile devices, which normally have a low computation capability and finite battery capacity. Mobile

edge computing (MEC) has been identified as a promising technique to tackle this challenge and is

receiving increasing research attention from both industry and academia [1]. It enables mobile users to

offload partial or complete computation-intensive tasks to MEC servers for computing. Moreover, the

computation performance of mobile users is significantly improved in a cost-effective and energy-saving

manner since MEC servers are normally deployed close to end users.

Recently, unmanned aerial vehicle (UAV)-enabled MEC architectures have been proposed by integrating

UAV into MEC networks [1], [2]. In those architectures, an UAV can be considered as a user that has

computation tasks to be executed, or a relay to assist users for offloading computation tasks, or an

MEC server for executing computation tasks. Compared to the conventional terrestrial MEC networks,

UAV-enabled MEC networks have several prominent advantages. They can be flexibly deployed in most

scenarios even in wilderness, desert, and complex terrains, where the terrestrial MEC networks may

not be conveniently and reliably established. Moreover, the computation performance can be improved

since there is a high possibility that short-distance line-of-sight (LoS) links exist for computation tasks

offloading and computation results downloading. Furthermore, the trajectory of the UAV can be optimized

to further improve the user computation performance. They can be particularly helpful in the situations

that conventional terrestrial MEC systems are destroyed by natural disasters. There have been many

leading companies (e.g., Google, Facebook, Amazon and Huawei) that have launched their projects to

facilitate the application of UAV-enabled MEC networks [1]. It is envisioned that UAV-enabled MEC

networks will be widely deployed when the cost of UAVs goes down sufficiently.

The research and development on UAV-enabled MEC networks are still in their early stage and there

have been very limited investigations along this direction [6]-[10]. In [6], an UAV-enabled MEC architec-

ture was presented, which the UAV can be flexibly deployed and scheduled to assist the communication,

caching, and computing of the ground networks. The authors in [6] only presented the challenges of

the proposed UAV-enabled MEC architecture. In order to realize the benefits and facilitate the wide

applications of UAV-enabled MEC networks in practice, it is of crucial importance to understand their

recent research advances as well as the technical challenges. Towards that end, this article presents a

comprehensive survey on the state-of-the-art research efforts made in the domain of UAV-enabled MEC

networks. The existing literatures proposed three different UAV-enabled MEC network architectures based
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Fig. 1. Potential application scenarios of UAV-enabled MEC networks

on the role that the UAV plays in the network. Moreover, some key implementation issues of UAV-

enabled MEC networks are highlighted. Furthermore, we shed light on the challenges in UAV-enabled

MEC networks and discuss the open research issues.

The rest of the article is organized as follows. Section II presents the state-of-the-art studies on

UAV-enabled MEC networks. Some key implementation issues are elaborated in Section III. Section

IV discusses the challenges and open research issues. The paper is concluded in Section V.

II. STATE OF THE ART

In this section, the state-of-the-art studies on UAV-enabled MEC networks are presented. The potential

application scenarios and three UAV-enabled MEC architectures are first discussed. The overview for the

on-going research efforts in the domain of UAV-enabled MEC networks is provided.

A. Application Scenarios

1) Hotspots: In hotspots, there can be massive users that demand computation-intensive services. For

example, in the city of Beijing, there can be more than one million peoples simultaneously using the
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navigation applications during the rush hour. The UAV-enabled MEC networks can be exploited to assist

the terrestrial MEC systems for executing the high volume computation tasks. The assistance from UAV

can greatly decrease the outage probability and improve user QoE.

2) Outside the coverage of terrestrial MEC networks: In many areas, such as wildernesses, deserts,

and complex terrains, the government needs to keep monitoring the environment so that the corresponding

strategies can be taken to protect the environment. In those areas, neither terrestrial MEC systems can be

conveniently established nor the cost for establishing terrestrial MEC systems is affordable. UAV-enabled

MEC network becomes a desirable alternative.

3) Battle fields: In battle fields, there could be massive real-time computational tasks for special

missions but it is extremely difficult to establish reliable terrestrial MEC systems. For example, the

locations and the dynamics of the hostile forces need to be accurately estimated in a real time manner.

UAV-enabled MEC networks can be highly instrumental in these scenarios.

4) Natural disasters: During natural disasters, terrestrial MEC systems can be completely destroyed

but many rescue or reconstruction related tasks need to be computed and executed. In this case, UAV-

enabled MEC networks can play a very important role.

B. Recent Advances

Based on the role that the UAV plays, UAV-enabled MEC networks have three possible architectures.

The first architecture is presented in Fig. 2(a). The UAV functions as a user that needs to execute its

own computation tasks, such as trajectory optimization. UAV normally has a finite battery capacity and it

may not be able to perform extensive computational tasks. It will need to offload its tasks to the ground

MEC server for computing. For the second architecture shown in Fig. 2(b), the UAV functions as the

MEC server that helps the ground users to perform task computing after the ground users offload their

computation tasks to the UAV. This can occur in the areas without a terrestrial MEC network. In the third

architecture shown in Fig. 2(c), the UAV works as a relay for assisting the users to efficiently offload

their computation tasks to the MEC server.

Those three different UAV-enabled MEC architectures have their own application scenarios. The first

architecture is adaptable to the scenario where the UAV has limit computation capability but need to

perform computation-intensive tasks. The second architecture is appropriate for the scenario where the

UAV has a considerable battery and computation capability and for the scenario where the areas do

not have a terrestrial MEC network due to natural disaster. The third architecture is adaptable to the

scenario where the UAV does not equip with a MEC server and the offloading link quality between the

user and the MEC server is poor. In this case, the UAV can work as a relay to help the user to offload
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Fig. 2. Three UAV-enabled MEC architectures

its computation tasks to the MEC server. Fig. 3 shows the overview of the recent research advances in

UAV-enabled MEC networks. The details for the recent advances are presented in the following for all

three architectures.

In [3]-[5] the authors studied the first UAV-enabled MEC architecture. Specifically, in [3] and [4], a

theoretical methodology based on a sequential game was exploited to minimize the execution cost of

the UAV-enabled MEC network. Three different types of players (drone, base station, and edge server)

were considered in [3] while drone-only players with three different strategies were studied in [4]. The

existence of the Nash Equilibrium was demonstrated in [3][4] and a good tradeoff between the energy

consumption and the delay was achieved by using the proposed strategies. Note that UAVs in [3] and [4]
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Reference The role of the UAV Operation modes Contributions

[3] User with computation task Partial offloading Cost minimization

[4] User with computation task Partial offloading Cost minimization

[5] User with computation task Partial offloading Completion time minimization

[6] MEC server executing computation Partial offloading Architecture establishment

[7] MEC server executing computation Partial offloading Energy consumption minimization

[8] MEC server executing computation Partial offloading Energy consumption minimization

[9] MEC server executing computation

Partial offloading

and binary computation Computation bits maximization

[10] Relay offloading computation task Partial offloading Offloading bits maximization

Fig. 3. Recent advances in the UAV-enabled MEC networks

are assumed to hover in the sky and their trajectories are not optimized. Different from the works in [3]

and [4], the authors in [5] proposed a resource allocation strategy that jointly optimizes the trajectory of

the UAV and the offloading time in order to minimize the mission completion time of the UAV.

In [6]-[9], the second UAV-enabled MEC architecture was studied, where the UAV is identified as

the MEC server for providing computing services to the ground users. In particular, the authors in [6]

established an UAV-enabled MEC architecture. The UAV can be flexibly deployed and scheduled to assist

the communication, caching, and computing of the ground networks. In [7], the consumed energy of the

UAV was minimized by jointly optimizing the offloading, downloading computing bits, and the local

computing bits altogether while the total computation bits are guaranteed. Note that the energy consumed

for the hover of the UAV was not considered and the trajectory of the UAV was not optimized. Based

on the work in [7], the authors in [8] extended the energy minimization problem into a more practical

UAV-enabled MEC network, where the energy of the UAV consumed for flying and the optimization of

its trajectory were considered. Moreover, both orthogonal multiple access (OMA) and non-orthogonal

multiple access (NOMA) schemes were studied. It was shown that the computation performance achieved

with the NOMA scheme is better than that obtained by using the orthogonal frequency division multiple

access (OFDMA) scheme. In [9], the computation bits maximization problem was studied in UAV-enabled

wireless powered MEC networks under both partial and binary computation offloading modes. The central

processing unit (CPU) frequencies, user offloading time, user offloading power and the trajectory of the

UAV were jointly optimized. It was shown that the computation performance achieved under the partial

offloading mode is superior to that obtained under the binary computation mode. Moreover, it was found

that whether users choose to locally compute or offload their tasks to the UAV for computing depends

on the tradeoff between the achievable computation bits and the operation cost. Furthermore, it was

demonstrated that the optimization of the UAV trajectory can significantly improve the computation
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performance.

For the third UAV-enabled MEC architecture, the authors in [10] proposed an optimal resource al-

location scheme for maximizing the offloading bits under the max-min fairness criterion. The UAV

was considered as a relay for offloading the computation bits of users to the MEC server. Moreover, a

cyclical multiple access was defined in this paper. It was shown that the computation performance can

be significantly improved by optimizing the UAV’s trajectory and exploiting the cyclical multiple access.

In order to extend the coverage area, to provide diverse computation services with different scales of

computation bits, and also to improve the operation efficiency, these three UAV-enabled MEC architectures

can be deployed in practice under different scenarios. They can also co-exist and cooperate with each other

in the same deployment area. The selection of the architecture depends on the scale of the computation

bits and the function of the UAV. Specifically, when the UAV has its own computation tasks to be

executed and if the UAV cannot complete all its computation tasks or if the UAV is not equipped with a

computation circuit, the first architecture is a desirable choice. When the UAV has a strong computation

capacity and does not have any its own computation tasks, the second architecture can be selected for

helping the ground users to complete their computation tasks. Finally, the third architecture is a desirable

candidate for cooperating with users to efficiently offload their computation tasks when the UAV only

has communication circuits and cannot compute. So far the research on these three architectures is still

very limited.

III. TECHNICAL DETAILS FOR IMPLEMENTATION

Some key implementation elements in UAV-enabled MEC networks are highlighted in Fig. 4.

A. Operation Modes

In UAV-enabled MEC networks, there can be two operation modes, namely, partial offloading mode

and binary computation mode. For the partial offloading mode, the computation task is partitioned into

two parts. One part is offloaded to the MEC server for computing while the other part is locally computed

[4], [7]-[9]. For example, when the face recognition task is performed, low computation tasks such as

to decide the existence of a human being can be locally computed. High computation tasks such as

characteristic recognition and facial feature recognition, can be offloaded to MEC for computing. For

the binary computation mode, each computation task has to be executed as a whole [9]. It can be

either executed locally or completely offloaded. For example, when the estimation of the channel state

information (CSI) is performed, the raw correlated data samples need to be computed altogether for

improving the estimation accuracy.
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Fig. 4. Implementation Details

These two operation modes have their respective pros and cons. Specifically, under the partial offloading

mode, the UAV can dynamically and flexibly allocate its communication resources for offloading compu-

tation tasks and its computation resources for performing local computation based on the CSI. Under the

binary computation mode, the flexibility of the resource allocation scheme can be limited since the UAV

cannot simultaneously perform task offloading and local computing. Thus, the computation performance

achieved under the partial offloading mode could be better than that obtained under the binary computation

mode [9]. However, a more complex circuit and protocol is required under the partial offloading mode.

Thus, the selection of the operation modes depends on the structure of the UAV and the characteristic

of the computation task.

B. UAV Computing Techniques

There can be two local computing techniques in UAV-enabled MEC networks based on the UAV

CPU frequency. When the UAV computation circuit has a fixed CPU frequency, the local computation is



9

performed with a constant rate [4]. If the UAV adopts a dynamic voltage and frequency scaling technique,

it can adjust the CPU frequency based on the scale of the computation tasks [8], [9]. The dynamic local

computing technique can achieve a better performance than the constant local computing technique in

terms of the energy consumption, throughput, and latency at the cost of a higher complexity of the

computing circuit.

C. Offloading Techniques

For computation offloading, the communication techniques used for the terrestrial MEC networks can

also be applied in the UAV-enabled MEC networks. Further we can exploit more UAV provided functions

for improving the conventional offloading techniques.

1) Multiple access techniques: Multiple access techniques can be classified into two categories, orthog-

onal multiple access (OMA) and non-orthogonal multiple access (NOMA). The typical OMA techniques

in the UAV-enabled MEC networks are OFDMA and time division multiple access (TDMA), which have

been extensively studied in the past [5][7]. In [10], the authors proposed an OAM based cyclical multiple

access (CMA) technique that schedules users to communicate with the UAV in a cyclical time-division

manner when the UAV is close to the user. It exploits the channel condition to improve the offloading

efficiency. It was shown that the offloading throughput achieved with CMA is larger than that obtained

with TDMA. In NOMA, multiple UAVs or users can communicate with the MEC server using the same

physical resource. NOMA can improve the user connectivity and spectral efficiency compared with OMA.

In [7], NOMA was applied to serve multiple users to offload their computation tasks in the uplink and

for the UAV to send its computation results in the downlink. It was shown that NOMA can provide a

higher computation performance gain than OMA.

2) Multiple antennas techniques: Multiple antenna techniques can improve the offloading efficiency

by exploiting the space diversity gain. UAV can be equipped with multiple antennas to communicate

with users or the MEC and vice versa [12]. Different from the conventional beamforming design in the

terrestrial MEC networks, the effect of the trajectory on the beamforming design should be considered.

It was shown in [12] that UAV flying direction has a big impact on the beamforming design and on the

achievable performance.

3) Duplex techniques: The task offloading process and the outcome downloading process cannot be

performed at the same time with half duplex technologies while these two processes can be simultaneously

conducted when full duplex is applied. A user can offload its computation task to the UAV while the

UAV can transmit the computation results to the user at the same time with full duplex. Evidently the

offloading efficiency of the full duplex technique is higher than that of the half duplex technique at
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the cost of a more complex protocol and circuit design [13]. Moreover, the interference between the

offloading process and the downloading process should be effectively controlled in full duplex.

4) Security: Although it is recognized that MEC network can provide better security than the cloud

computing network owing to the short distance between users and the MEC server, secure techniques

are still needed in the UAV-enabled MEC networks. There can be a high possibility that LOS commu-

nication links exist between the UAV and eavesdroppers (if there are any) so that eavesdroppers can

intercept the confidential computation tasks and the results. Even worse, since traditional cryptographic

techniques through data-encryption need to add the computation overhead for achieving security, they are

inappropriate in UAV-enabled MEC networks due to latency as well as power concerns. As alternatives,

physical-layer security techniques in UAV-enabled MEC networks gain attention since they leverage the

physical layer characteristics of the wireless channels to realize secure communications [14]. When the

CSI between UAV and the legitimate user is better than that between the UAV and eavesdropper, the

offloading is secure. Moreover, in UAV-enabled MEC networks, the UAV trajectory can be optimized so

that the UAV can stay close to the legitimate user and keep itself far away from the eavesdropper.

D. Resource Allocation

Resource allocation is of vital importance in UAV-enabled MEC networks due to UAV battery concern

and trajectory constraint. A good resource allocation scheme can not only improve the computation

performance, but also realize an efficient and economical operation of the UAV-enabled MEC systems.

Moreover, an appropriate trajectory can be designed to achieve a good tradeoff between the compu-

tation performance and the operation cost of the UAV. Most of the existing works have focused on

designing resource allocation strategies for realizing different objectives by using diverse optimization

techniques [3]-[10]. Different from the resource allocation in conventional terrestrial MEC networks,

resource allocation in UAV-enabled MEC networks should consider resources involved in three processes,

namely, computation task offloading, local computing, and UAV’s flying. The resources to be optimized

in the computation task offloading are the communication resources, such as communication bandwidth,

offloading power, and offloading time, etc. In the local computing, the resources include the CPU

frequency and the computation time. For the UAV’s flying process, the resources to be optimized

are the trajectory, the fly speed and the accelerated velocity of the UAV. Resource allocation in the

UAV-enabled MEC networks can be designed to achieve different objectives, such as computation bits

maximization, energy minimization, computation efficiency maximization, cost minimization, completion

time minimization, and fairness consideration. These objectives are respectively presented as follows.
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1) Computation bits maximization: This objective aims to maximize the number of the total compu-

tation bits by offloading and local computing [9]. It can directly reflect the computation performance of

UAV-enabled MEC networks. When UAV is the user or the MEC server, those three processes should be

jointly optimized to maximize the total computation bits while when UAV functions as a relay, offloading

process and the UAV’s fly process are the focus.

2) Energy minimization: The energy consumed in UAV-enabled MEC networks comes from the above-

mentioned three processes. In the local computing process, the consumed energy depends on the CPU

frequency and the computation time [8]. In the offloading process, the consumed energy includes transmit

power and the offloading time. And the energy consumed in the fly process should consider the UAV’s

weight, speed, accelerated velocity and fly time. Two different models for the consumed energy in the

fly process have been proposed in [7] and [11], respectively. A resource allocation scheme was designed

to minimize the total energy consumed during these three processes in [7].

3) Computation efficiency maximization: The computation bits maximization or the energy minimiza-

tion overemphasizes the importance of one metric and cannot achieve a good tradeoff between the

computation bits and the energy consumption. In contrast, the computation efficiency maximization aims

to maximize the computation bits per Joule energy and can realize a good tradeoff between those two

metrics [15]. Note that computation efficiency characterizes the efficiency during the computation process

while energy efficiency characterizes the efficiency during the information transmission process. They

are two different definitions.

4) Cost minimization: In [3] and [4], the authors defined the cost of UAV-enabled MEC networks by

considering the energy overhead and the execution latency. A good tradeoff between the energy overhead

and the execution latency can be achieved under cost minimization objective [3] and [4].

5) Completion time minimization: The completion time is defined as the bigger value among the two,

the local computation time and the offloading time, under the partial offloading mode, or as the total

time of the local computation time and the offloading time under the binary computation mode. This

optimization objective is to minimize the mission completion time while the minimum computation bits

requirement is satisfied [5].

6) Fairness consideration: Fairness should be considered when multiple users compete the resources

[13]. Five fairness criteria are normally used, namely, max-min fairness, proportional fairness, harmonic

fairness, α fairness, and β fairness [15].
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IV. CHALLENGES AND OPEN ISSUES

UAV-enabled MEC networks are considered promising technologies for their great potentials in en-

hancing connectivity and improving user QoS. We are still facing critical challenges in order to facilitate

their wide range of applications.

Resource allocation in multiple-user multiple-UAV scenarios: Although many studies have been

conducted in designing resource allocation schemes [3]-[10], those schemes were mainly proposed for

networks with either one UAV or one user. Since the operation time and battery of the UAV are limited

and normally a large number of users need to be served in the geographical coverage area, it is important

yet challenging to design efficient resource allocation schemes for UAV-enabled MEC networks with

multiple users and multiple UAVs. The problem of grouping users with UAVs is typically an integer non-

convex optimization problem. Moreover, the trajectories of multiple UAVs should be jointly optimized in

order to expand the converge area and improve the computation performance, making the problem even

more difficult.

Operation selection under the binary computation mode: In the binary computation mode, binary

selection variables related to either local computation or offloading tasks make the operation selection

problem a challenging mixed integer non-convex optimization problem. The problem becomes even more

difficult when there exist multiple users.

Beamforming As mentioned in Section III, the effect of the flying direction on the beamforming

design should be considered. This is challenging since the direction of the UAV changes dynamically

over time. Issues related to the dynamic beamforming design for the UAV-enabled MEC networks call

for extensive research.

Security issues: To the best of our knowledge, there have been no studies on the security issues in

UAV-enabled MEC networks. As mentioned in Section III, physical-layer security techniques provide a

promising direction or pursue in UAV-enabled MEC networks.

Computation efficiency: Since UAV has a limited energy support from battery, computation efficiency

is of vital importance in UAV-enabled MEC networks. However, it is extremely challenging to tackle

the computation efficiency problems due to the intractable fractional forms, especially when the binary

computation mode is considered.

Cooperation between UAV-enabled and terrestrial MEC networks: In some scenarios like hotpot,

computation tasks need to be executed for meeting the computation service requirements of a large number

of users. It is interesting to investigate cooperative techniques between UAV-enabled and terrestrial MEC

networks. Two issues need to be tackled for realizing this cooperation. How to cooperatively allocate
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Fig. 5. Comprehensive summary on discussions

the communication resources for both UAV-enabled and terrestrial MEC networks should be studied.

The interference between UAV-enabled and terrestrial MEC networks needs to be coordinated when they

operate on the same frequency band.

The application of machine learning: In order to achieve intelligent control of UAVs and enhance

the computation performance of UAV-enabled MEC networks, the application of machine learning is

promising. However, how to exploit multiple-agent reinforcement learning for scheduling multiple UAV

is challenging, especially when there are no cooperation among UAVs.

Fig. 5 gives a comprehensive summary on the potential application scenarios, implementation issues,

challenges, and open issues of UAV-enabled MEC networks.

V. CONCLUSIONS

UAV-enabled MEC networks are promising for improving the computation performance and reducing

the execution latency. In order to realize the benefits and the challenges of UAV-enabled MEC networks,

this article presented a comprehensive survey on the recent advances made in this domain. Detailed

implementation issues were highlighted for facilitating the wide range of applications of UAV-enabled

MEC networks. Key challenges and open issues were discussed in order to provide an enlightening
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guidance for future research directions. The research on the UAV-enabled MEC networks is in its early

stage. Extensive research efforts are needed to bring the technology to its maturity.
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