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Abstract
The demand for real-time, affordable, and 

efficient smart healthcare services is increasing 
exponentially due to the technological revolution 
and burst of population. To meet the increasing 
demands on this critical infrastructure, there is a 
need for intelligent methods to cope with the exist-
ing related challenges. In this regard, edge com-
puting technology can reduce latency and energy 
consumption by moving processes closer to the 
data sources in comparison to the traditional cen-
tralized cloud and IoT-based healthcare systems. 
In addition, by bringing automated insights into the 
smart healthcare systems, artificial intelligence (AI) 
provides the possibility of detecting and predicting 
high-risk diseases in advance, decreasing medical 
costs for patients, and offering efficient treatments. 
The objective of this article is to highlight the bene-
fits of the adoption of the edge intelligent technol-
ogy, along with the use of AI in smart healthcare 
systems. Moreover, a novel smart healthcare 
model is proposed to boost the utilization of AI 
and edge technology in smart healthcare systems. 
Additionally, we discuss potential challenges and 
future research directions arising when integrating 
these different technologies.

Introduction
Improved healthcare systems represent the cor-
nerstone of a healthy society. Due to the rapid 
population growth and the rise of various diseas-
es, there is a drastic surge in requests for robust 
and efficient healthcare systems. Also, with the 
technological evolution and the emergence of the 
Internet of Things (IoT) coupled with the improve-
ment of next-generation wireless communications, 
the concept of smart healthcare or connected 
healthcare systems has been introduced as a 
developed version of conventional healthcare sys-
tems. In fact, smart healthcare refers to a health 
service that exploits technologies such as IoT, 
wearable devices, and advanced communication 
protocols to dynamically connect patients, care 
givers, and health institutions and transfer informa-
tion among them [1]. Smart healthcare services 
provide the possibility of handling and respond-
ing to medical requests remotely in an intelligent 
way, which diminishes hospitalization remarkably 
and helps people and doctors to predict, detect, 
diagnose, and treat diseases intelligently. Also, 
smart healthcare is used to prevent and control 
the outbreak of contagious and infectious diseas-

es such as the Ebola virus, Avian influenza, Chick-
ungunya virus [2], and recently, the COVID-19 
pandemic. Taking all the above mentioned issues 
into account, adoption of efficient smart health-
care services would certainly improve the health 
level of society.

In order to expand the healthcare facilities and 
satisfy the vast amount of users’ requests, smart 
healthcare systems employ numerous smart devic-
es and IoT technologies. Thus, a massive amount 
of heterogeneous medical records generated by 
smart devices need to be processed and evalu-
ated accurately based on the target of the sys-
tem [3]. Therefore, there is a need for effective 
communications among various entities of smart 
healthcare community and data centers to ensure 
low response time for emergency cases in real-
time health needs, since the slow response time 
and high latency at data centers are critical risks 
in smart healthcare systems and can lead to the 
irreparable catastrophes [1]. Keeping these facts 
in mind, edge computing technology and artifi-
cial intelligence (AI) are the best choices for these 
issues. Specifically, adopting the combination of 
these two technologies can pave the way for solv-
ing various challenges in the scope of smart health-
care.

Edge computing technology moves some pro-
cesses close to the data sources, which reduces 
the load of transmitted data conspicuously [4]. In 
fact, edge technology enables smart healthcare sys-
tems to conduct some processes and store some 
data near the end users rather than transferring all 
the records to the cloud data centers [5]. In this 
way, smart healthcare systems only need to send 
the results of processes and some raw data to the 
remote cloud data centers. Various research works, 
by utilizing edge technology in the field of smart 
healthcare, can conduct big data analysis, store 
and process sensitive medical data, diminish laten-
cy, and reduce energy consumption, cost, network 
congestion, and response time.

Moreover, by emulating human cognition in 
analyzing data through complex algorithms, AI can 
smooth the path of estimating the conclusions with-
out the direct involvement of humans. In fact, AI is 
responsible for investigating relations between the 
treatment, prevention, and detection techniques of 
diseases based on the data collected from patients. 
In the edge context, the resource constraints neces-
sitate innovative and lightweight methods to be 
able to execute them at the edge environment. 
Therefore, machine learning (ML) and deep learn-
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THE FUTURE OF EHEALTH: APPLICATIONS, SOLUTIONS, AND NEW VISIONS IN THE IOT ERA ing (DL) as subsets of AI are mostly preferred in 
edge technology to train the system for learning, 
making decisions, and actuating. The integration of 
edge computing and AI introduces an edge intelli-
gence concept, which leads to an emerging revo-
lution in smart healthcare systems [6]. Researchers 
have proposed several smart healthcare systems 
adopting AI methods such as DL, deep neural net-
work (DNN), reinforcement learning (RL), K-means, 
and other ML-based algorithms.

The contributions of this article can be summa-
rized as follows:
• It classifies the current AI-assisted edge-based 

smart healthcare solutions via three viewpoints, 
namely, the application cases in IoT smart 
healthcare, the proper AI deployment loca-
tion at the edge, and the most suitable type of 
adopted AI technique.

• It proposes a novel smart healthcare model 
leveraging AI and edge technology together to 
reduce the limitations of the existing models.

• It adopts the use of deep reinforcement learn-
ing (DRL). According to the number of vital 
sign types that need to be monitored and the 
amount of collected medical data, the pro-
posed system is designed to distribute the DRL 
layers and processes optimally.

• It generalizes the design of the proposed DRL 
model in such a way that it can be used in par-
allel mode at the edge layer. This means that 
the processes with the same functionality are 
distributed among diff erent devices or DRL lay-
ers to reduce response time, latency, and con-
gestion.
The article is organized as follows. The next sec-

tion discusses how edge computing aff ects smart 
healthcare systems. Then we state the AI implica-
tion in edge-based smart healthcare systems as well 
as the pros and challenges of integrating AI and 
edge technology. Following that, we introduce a 
new framework for smart healthcare exploiting AI 
and edge technology. Open issues and challenges 
are then discussed. The fi nal section provides the 
conclusion of this research.

EmErgIng EdgE tEcHnology In 
smArt HEAltHcArE

Many healthcare systems have adopted cloud 
computing to deliver affordable and scalable 
solutions in order to process and store massive 
amounts of data recorded via numerous biosen-
sors. However, since cloud-oriented healthcare 
systems mostly include mobile devices, networks, 
and cloud servers, there are often long distanc-
es between the systems’ units, which intensifies 
a high latency issue in these systems [5]. Thus, 
emergency and real-time medical demands can-
not rely on cloud-based healthcare systems. Fur-
thermore, the vast amounts of records produced 
by sensors need to regularly be transferred to 
the cloud for being processed and stored, which 
leads to high energy consumption and high cost. 
Also, most chronic patients require low-cost 
mobile environments, which is not supported by 
cloud-oriented solutions [3].

Edge computing as an additional layer between  
end users’ devices and remote cloud data centers 
is an emerging solution to overcome cloud-based 
healthcare limitations. In fact, edge computing is 

a smart gateway that plays the role of a bridge 
between devices and cloud data servers [7]. 
Edge-assisted solutions transfer processes close to 
the end users, which provides short response time 
and reduces energy usage. Indeed, edge technolo-
gy enables smart healthcare systems to mine and 
process the collected data on the edge servers 
and devices near the user rather than transferring 
it to the cloud servers. Processing at the edge also 
assists and boosts security, privacy, mobility, low 
network bandwidth usage, geographical distribu-
tion, and location awareness, and facilitates online 
diagnosis and analytics, which reduces clinic and 
hospital visits [3]. Hence, edge technology con-
tributes to the development of smart healthcare 
services by providing swift, more comprehensive, 
and ubiquitous treatments.

By and large, edge computing architecture in 
smart healthcare applications consists of four lay-
ers, including the sensors, edge devices, edge serv-
ers, and cloud data center layers. Figure 1 illustrates 
this architecture as a functionality fl ow, which indi-
cates the functionality and the common devices 
used in each layer. The sensor layer contains dif-
ferent sensors, including implanted and wearable 
sensors that are responsible for collecting vital 
signs and data from patients. We indicate some 
data types that can be collected via sensors in a 
smart healthcare system. The sensor layer commu-
nicates with the edge devices layer via short-range 
and low-power wireless communication protocols 
such as ZigBee, Bluetooth, and WiFi [5]. The edge 
devices layer includes users’ devices such as smart-
phones, Raspberry Pi, tablets, and smart watches, 
which are capable of conducting some process-
es and short-term data storage. The information 

FIGURE 1. Edge-assisted smart healthcare functionality fl ow.
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is sent via Bluetooth/WiFi/Internet from the edge 
devices layer to the edge servers layer. The edge 
servers layer comprises micro data centers, and is 
able to conduct more processes and store more 
data in comparison to the edge devices layer [1]. 
As shown in Fig. 1, the functionality of the edge 
devices and edge servers layers are similar. The 
only difference is that the storage capacity and the 
computational power in the edge server layer is 
more powerful than in the edge device layer. The 
cloud data center layer encompasses more power-
ful processors and has the ability to store the vast 
amount of data. This layer communicates with the 
edge server layer via the Internet.

AI in Edge-Assisted Smart Healthcare Systems
This section first provides an overview and discusses 
the benefits of applying AI in edge-assisted smart 
healthcare systems. Then some related research 
works are examined in detail. Three different clas-
sifications of the investigated works are provided 
and illustrated in Figs. 2 and 3. Finally, a brief discus-
sion along with Table 1, including the summary of 
inspected papers, are provided in this section.

The first classification considers the AI deploy-
ment place in edge computing to classify the 
papers. Regarding this, papers are classified into 
two groups: edge device deployment and edge 
server deployment. The second classification cate-
gorizes the research works based on their applied 
cases in smart healthcare into five groups (see the 
application case column in Table 1). The five men-
tioned groups include:
•	  Neurological disorders (e.g., epileptic seizure, 

chronic brain disorders)
•	 Activity monitoring (e.g., elderly monitoring, fit-

ness tracking, emergency care, and tele-health 
advice)

•	 Behavior recognition (e.g., stress detection, feel-
ing recognition)

•	 Cardiovascular disorders (e.g., heart problems, 
blood pressure)

•	 Infection outbreak (e.g., various viruses such as 
Chickungunya, COVID 19)

These two classifications are outlined in Fig. 2, 
which illustrates the adopted algorithms, their 
associated healthcare cases, and their deployment 
places at the edge. For instance, the DNN algo-
rithm is employed for behavior recognition, which 
is deployed at an edge device. However, it can be 
seen that three papers (CNN, SVM [7], K-means 
[8], and HTM [9]) are not assigned to any of the 
application case groups, since their application 
healthcare cases have not been clarified by the 
authors. Moreover, Fig. 3 depicts the third cat-
egorization, which is based on the adopted AI 
technique, including three subcategories: ML, DL, 
and hybrid methods. The ML-based techniques 
include supervised learning, unsupervised learn-
ing, and RL; hybrid technologies encompass the 
hybrid of ML and DL, and the hybrid of ML and 
heuristic methods.

Overview and Benefits
The integration of AI and edge technology 
enables smart healthcare systems to run AI tech-
niques locally on end-user devices where data 
are produced, while in traditional systems data 
processing procedures have been performed by 
AI techniques placed in the cloud far from end 
users. This integration provides the possibility of 
processing data on edge devices in a few milli-
seconds, which delivers real-time results. Since 
healthcare services are directly related to human 
health, supplying real-time services and results is 
crucial in critical conditions [10].

Researchers have recently focused on moving 
the inference portion of the AI workflow to the 
edge devices. The smart healthcare system can 
conduct the training portion in one environment 
and run the other parts in another place. In order 
to train ML/DL, the vast amount of data and pow-
erful computing items are needed; thus, the cloud 
is more suitable for these AI techniques, whereas 
the inference part or running the trained models 
in novel records can be executed at edge devices. 
Moreover, some techniques, such as model com-
pression methods by reducing large AI models into 
slight ones, can move some training to the edge 
devices gradually [5].

All in all, the adoption of AI techniques for pro-
cessing medical data on the edge of the network 
can contribute to providing smarter healthcare 
services with prompt response, high privacy, high 
accuracy, improved reliability, enhanced band-
width usage, low power consumption, and low 
latency. Also, it can reduce the burden on the net-
work by diminishing the amount of data transmit-
ted to the cloud servers [5].

Review and Classification
In this subsection, AI-based edge-assisted smart 
healthcare solutions are discussed in two groups 
according to the first classification mentioned ear-
lier (Fig. 2).

AI in Edge Devices: Researchers in [6] have 
outlined a novel architecture for human activity 
recognition that utilizes Dockers technology on 

FIGURE 2. The classification of state-of-the-art solutions based on the AI 
deployment place and their application case.
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edge devices accompanied by AI techniques. The 
proposed architecture consists of a sensor network, 
a central cloud server controlling the sensors, and 
edge computing as a bridge between sensors and 
cloud. The regularized extreme learning machine 
(RELM) is used in edge computing to classify the 
data collected from the sensors.

Also, in [1], the authors have proposed a con-
text-aware edge-assisted smart healthcare frame-
work by exploiting AI techniques. They have 
adopted DL for data compression in mobile edge 
devices to diminish bandwidth and energy usage. 
They have employed stacked auto-encoders 
(SAEs), which are a type of neural network and 
hierarchically extract data. Also, in order to guaran-
tee high reliability and swift response in detecting 
or predicting disorders in epileptic seizure detec-
tion, the authors have adopted a data classification 
method leveraging ML algorithms.

The researchers in [11] proposed a human 
activity prediction system adopting edge technolo-
gy and AI techniques. In the proposed system, data 
is collected by sensors and transferred to the edge 
device (laptop), where features are extracted from 
the collected data. Then, with regard to the fea-
tures, a recurrent neural network (RNN) is trained 
on the edge device. The trained RNN is utilized for 
predicting human activities.

The authors of [12] proposed a smart health-
care system using edge technology and DL for 
real-time stress level detection by taking physical 
activity into account. The proposed system adopts 
wristband sensors to collect the required data. Also, 
DNN is utilized on edge devices. In the employed 
DNN, the input layer receives the collected data 
from sensors. Some hidden layers are responsible 
for data and stress level analysis, the output layer 
reports the detected stress level, and eventually, 
the results are stored in the cloud. In the proposed 
network, a supervised learning method is adopted 
for data training, the gradient descent algorithm 
is employed for optimizing the training algorithm, 
and logistic regression is used for classification of 
stress levels.

Also, the researchers in [13] designed an off-
loading model for edge-aided smart healthcare sys-
tems adopting AI methods to preserve user privacy 
in emergency care and telehealth advice applica-
tion. The proposed model uses the RL-based off-
loading algorithm to protect the privacy of 
healthcare data during the processing procedure. 
The researchers in [14] designed a real-time elderly 
monitoring system on a heterogeneous multi-core 
edge device using AI techniques. The proposed 
system utilizes the shimmer device for data acqui-
sition; then the collected data is compressed by 
a compressive sensing (CS) method. Next, the 
compressed data is transferred to the edge gate-
way through Bluetooth. The ODROID XU4 is used 
as an edge gateway where the compressed data 
is reconstructed and classified to identify various 
abnormal events.

An energy-aware data reduction method for 
edge-assisted smart healthcare systems adopting 
AI methods was proposed in [5]. This system uses 
a body area network (BAN), a wireless sensor net-
work  (WSN), and wearable devices to collect vital 
signs. The fast error bounded lossy compression 
pattern (SZ) is utilized for feature extraction in 
wearable devices. Afterward, the compressed data 

are transferred to a local PC for further processing 
and analysis. The researchers deployed part of the 
DL on edge devices and the training network at 
the cloud. Moreover, a feedforward neural net-
work (FFNN) is deployed in an edge device (PC) 
to classify the compressed data, which helps with 
detecting the stress level for the case study. The 
researchers in [10] proposed a real-time smart 
remote monitoring framework using edge tech-
nology and AI methods. The proposed framework 
consists of four layers, including the sensing layer 
for data collection, the edge device layer for offline 
pre-processing, the edge server layer, and the 
cloud layer for further online processes. The offline 
classification methods are trained in the cloud for 
predicting the health state of the patient in discon-
nected emergency events. The proposed method 
adopts the whale optimization algorithm (WOA) 
and naïve Bayes classifier (NB) for choosing the 
slight set of features with high accuracy level.

AI in Edge Servers: In [4], the authors pro-
posed an edge-based smart healthcare system to 
detect severity and transmit alerts for cardiovascu-
lar diseases. Leveraging ML-based algorithms like 
rapid active summarization for effective prognosis 
(RASPRO) and support vector machine (SVM), 
the proposed system has conducted data com-
pression, data fusion, and data classification in an 
Android smartphone as an edge device. Moreover, 
the authors in [2] have introduced a new model 
for controlling the outbreak of the Chickungunya 
virus. The proposed smart healthcare system lever-
ages edge technology as a bridge between cloud 
storage and end users. BANs and smartphones are 
adopted to collect data and transfer them to the 
edge servers, where an ML-based fuzzy k-nearest 
neighbor (FKNN) algorithm classifies the data com-
ing from edge devices. The results are sent to cloud 
data centers. Also, in [3], the authors proposed 
a new smart healthcare framework that utilizes 
edge technology and DL technique for automat-

FIGURE 3. The classification of state-of-the-art solutions based on the adopted 
AI techniques.
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ically analyzing and predicting cardiac diseases. 
This system delivers a smart healthcare service as 
a fog service. The proposed model includes BANs 
(sensors), edge gateways (smartphone), and a Fog-
Bus module that consists of a broker node (Lap-
top), a worker node (Raspberry Pi), and a cloud 
data center (Microsoft Azure). The set partition-
ing in hierarchical trees (SPIHT) and singular value 
decomposition (SVD) techniques are adopted for 
data filtering in the broker node, and an ensemble 
DL technique is used for data classification in the 
worker node.

The researchers in [7] designed an automatic 
epileptic seizure prediction and localization sys-
tem exploiting edge technology and AI techniques. 
They have proposed a novel multimodal data pro-
cessing method on the mobile edge computing 
environment using convolutional deep learning 
(in a CNN) and wavelet transform for extracting 
high order features and a nonlinear SVM classifier 
along with generalized radial basis function (GRBF) 
kernel and long short-term memory (LSTM) DL 
for classifying the extracted electroencephalogram 
(EEG) and DL features.

TABLE 1. Summary of AI-based edge-assisted smart healthcare solutions.

Reference Algorithm AI category AI contribution
AI deployment 
place

Healthcare 
application case

Main objective of the 
system

AI benefits

[6] RELM DL Data classification
Edge device 
(Raspberry Pi)

Activity 
monitoring

Human activity 
detection

Low communication latency, 
swift decision making, and 
low cost

[1]
DL(SAE) 
+ML

Hybrid
Data compression 
(feature extraction), 
data classification

Edge device 
(smartphone)

Neurological 
disorders

Epileptic seizure 
detection

Low bandwidth usage, low 
energy usage, low response 
time, and high reliability

[11] DL (RNN) DL
Predicting the 
activities

Edge device 
(laptop)

Activity 
monitoring

Human activity 
prediction

Real-time support and high 
prediction rate (99.69 percent) 

[12] DL (DNN) DL Stress analysis
Edge device 
(smartphone)

Behavior 
recognition

Stress level detection
High detection accuracy (99.7 
percent), rapid detection, and 
real-time supporting

[13] RL RL Data privacy Edge device
Activity 
monitoring

Data privacy
High privacy, low energy 
consumption, and low 
computational latency

[14]
CS, ENN/
KNN

Hybrid
Data compression, 
data classification

Sensors, 
edge gateway 
(ODROID XU4)

Cardiovascular 
disorders

Resource allocation
Low execution time, high 
accuracy, low latency, and 
real-time support 

[5]
SZ 
algorithm, 
FFNN

Hybrid
Data compression, 
data classification

Edge devices (PC, 
wearable device)

Behavior 
recognition

Data reduction
High lifetime, low energy 
consumption, and high 
accuracy

[10] NB, WOA Hybrid
Feature selection 
and data 
classification

Edge devices
Cardiovascular 
disorders

Remote monitoring
Real-time support, big data 
analysis, and high accuracy

[4]
RASPRO, 
SVM

Supervised
Data compression, 
data fusion, and 
data classification

Edge gateway
Cardiovascular 
disorders

Severity detection and 
alerts transmission for 
cardiovascular diseases

Low bandwidth usage, high 
availability, and low cost

[2] FKNN Supervised Data classification Edge servers
Infection 
outbreak

Control the 
Chickungunya virus 
infection

Real-time support, low 
execution time, and low 
latency

[3] NN DL Data classification
Worker node in 
Fog (Raspberry Pi)

Cardiovascular 
disorders

Automatic heart 
disease analysis

High prediction accuracy and 
low execution time

[7] CNN, SVM Hybrid
Feature extraction, 
data classification

Edge server
Neurological 
disorders

Data analysis
High accuracy, high precision, 
high sensitivity, and reduced 
network congestion

[9] HTM Unsupervised
Data anomaly 
detection

Edge server Not mentioned Data analysis High accuracy

[8] K-means Unsupervised Data dissemination Edge server Not mentioned Data dissemination High reliability, high accuracy

[15]
LRA, DTC, 
FOA

Hybrid
Resource allocation, 
classification of 
requests

Edge server 
(cloudlet)

Not mentioned Resource allocation
Low energy consumption, low 
execution time, and low cost
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Also, in [9], a real-time data analysis solution for 
medical data stream analysis was performed, which 
leveraged edge technology and AI methods for 
detecting data anomaly. The proposed architecture 
comprises four layers. The sensor layer fetches and 
dispatches medical data using wearable devices. 
The pre-process layer adopts Raspberry Pi to con-
vert the collected raw medical data streams into 
resource description framework (RDF) streams. In 
the cluster processing layer, a hierarchical temporal 
memory (HTM) algorithm is employed to cope 
with the anomaly detection issue. The last layer, 
the persistent layer, stores the analyzed data to 
provide the possibility of further evaluation.

In [8], the authors designed an edge-based data 
dissemination model in which the mobile edge 
servers are utilized for disseminating various data 
segments. The proposed model includes the instal-
lation method and data propagation technique, 
which are responsible for ensuring the integrity of 
data objects and preventing the transmission col-
lision, respectively. Moreover, in order to provide 
effi  cient data dissemination in heterogeneous edge 
networks, researchers used adaptive protocol and 
the k-means clustering algorithm in this work.

The researchers in [15] suggested a task off-
loading and resource allocation model for edge-as-
sisted smart healthcare systems using AI methods. 
The authors considered edge computing with three 
layers: devices, edges, and clouds layers. Cloudlets 
with micro data centers are deployed at the edge 
of the network as edge servers. The proposed 
model uses a linear regression algorithm (LRA) at 
the edge servers to analyze the user requests and 

a pipeline tree classifier (PTC) for clustering the 
jobs. Moreover, a fruitfly optimization algorithm 
(FOA) is used to optimize the resource allocation 
procedure.

dIscussIon And summAry
With regard to the investigated papers, most of 
the researchers adopted AI on edge technology 
to manage the collected medical data. In most 
cases, data management contributes to reduc-
ing the amount of transmitted data. Since a lower 
amount of data needs to be conveyed to the 
cloud, cost, response time, latency, and network 
congestion will be decreased, bandwidth and 
energy usage will be diminished, and accuracy 
and reliability will be enhanced. Also, the smart 
healthcare system will be able to make decisions 
swiftly. The last column of Table 1 provides more 
information about AI benefits in edge-assisted 
smart healthcare solutions. Th ensuing section dis-
cusses a new system model that tries to provide a 
single system covering most of the mentioned AI 
contributions and benefi ts.

systEm modEl
This section describes a novel smart healthcare 
framework leveraging edge technology and 
employing diff erent AI techniques like DRL. Figure 
4 demonstrates the proposed system model with 
three main layers, including sensor layer, edge 
layer, and cloud layer. In this model, the end user 
can be a patient at a smart home being monitored 
remotely, a patient in a health institute, elderly 
people, or even a healthy person who cares for 

FIGURE 4. An overview of the system model. 
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of AI techniques for 
processing medical 
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his/her fitness. Care givers can be a health pro-
fessional, a health institute, a mobile ambulance, 
family members, or a drugstore.

The proposed system adopts different AI tech-
niques, including DRL, distributed from sensors to 
the cloud, to facilitate smart healthcare services. 
Being flexible, the proposed framework can auto-
matically define a proper solution map for the 
encountered issue. Based on the size of the prob-
lem faced and the volume of possible collected 
data, it can distribute the processes from sensors to 
cloud or from edge to cloud. Regarding this, vari-
ous layers of DRL can be deployed on different lay-
ers of the proposed framework. As a case in point, 
if the purpose of the system is fitness tracking for 
a healthy person, there is no need to perform 
some of the processes on the cloud. Therefore, 
the system can accomplish processes on sensors 
and edge layers. The results can be stored either 
temporarily on the edge or permanently on the 
cloud according to the end user’s request. The sys-
tem is flexible enough to choose the appropriate 
place for hosting the input and output layers of 
DRL, depending on the current healthcare issue.

The sensor layer is typically responsible for col-
lecting data from the end user and transferring the 
raw records to the edge layer, either to the edge 
devices or directly to the edge servers. We believe 
that compressing data in the sensor layer helps the 
system to reduce the overall latency, network con-
gestion, and computation complexity on the edge 
layer. The data compression can be handled by 
adopting lightweight AI techniques such as CS on 
the sensors.

The edge layer consists of edge devices and 
edge servers hosting AI techniques. Many research 
attempts have been made in the field of smart 
healthcare leveraging AI and edge technology. 
However, there are still some unaddressed chal-
lenges. For example, DL needs a vast volume of 
data to train the algorithms. But, in some cases such 
as tele-surgery, there is not enough data available 
to train. Also, the trained data for a specific disease 
using DL is not adoptable for another similar ill-
ness; thus, the data should be re-trained. Moreover, 
RL, as an autonomous self-training system, should 
make several small decisions to achieve a sophis-
ticated objective. In the case of complex decisions 
with many states, like monitoring a mobile patient 
with a chronic disease, which may have countless 

states due to the unstable context information of 
a moveable patient, the RL algorithm may not be 
able to handle the problem since learning from 
all states and regulating the reward path can be 
uncontrollable for the algorithm. A potential solu-
tion for these limitations can be an AI technique 
that uses both estimation and mapping the states 
together. In fact, the proposed framework can use 
a real-time self-training model or training from data-
sets depending on the encountered circumstances. 
This characteristic makes the system flexible for 
use in various issues based on the demands of end 
users, like remote monitoring, self-monitoring, and 
clinical monitoring. Table 2 summarizes the pros 
and cons of the common AI techniques utilized in 
the smart healthcare domain. Hence, considering 
the results of Table 2 and the discussion, DRL is 
seen as the best choice since it can cover the cases 
mentioned above. According to the issue size, the 
system can automatically decide to map all the 
states, use estimation, or both.

In the case of critical health issues, real-time 
alert sending and delivering health services in time 
is so crucial to save a person’s life. Hence, reduc-
ing latency and time of decision making are vital in 
smart healthcare systems. DRL can be adopted in 
parallel on the edge layer by distributing data and 
processes on various devices or different hidden 
layers of DRL. It is crystal clear that the distributed 
parallel model contributes to more reduction of 
latency and swifter decision making in compari-
son to an unparalleled model. Since the processes 
are performed faster than the prior methods, the 
power consumption can also be diminished notice-
ably. Therefore, the lifetime of battery-powered 
devices will be increased.

The medical data, either compressed or raw, 
are transferred from sensors to the edge layer, 
where they are locally stored, classified, and ana-
lyzed adopting an AI technique in parallel mode 
to deliver real-time decisions for critical healthcare 
requests. Soon after making a decision, the corre-
sponding alert would instantly be sent to the care 
givers, end user, or both. Thus, they can take action 
in time and prevent a possible catastrophe. Exploit-
ing autonomous and smart self-training AI methods 
lying on edge technology, the proposed model can 
offer an automated smart healthcare system that 
can properly work even without human interven-
tion.

TABLE 2. Merits and demerits of common AI techniques in the smart healthcare domain.

AI technique Benefits Drawbacks 

ML
Improves over time, adapts without human 
intervention

Needs high amounts of time and resources for learning, high level of 
error susceptibility

RL
High learning speed, real-time response, 
dynamic, capable of learning from small 
data

Lack of clear interpretability, lack of integration of prior knowledge

DL
High-dimensional (with many layers), 
handles large amounts of data

Just provides approximate statistics, not accurate results, needs tons of 
data for training, low-speed evolution and data quality (medical data 
are highly ambiguous and heterogeneous; thus, the training phase may 
face some problems like data sparsity, redundancy, and missing value), 
transferring it to other problems is not easy

DRL
Attains complex smart healthcare states, 
best accuracy, powerful model, scalability, 
complex decision making,

Potential dead zones, may incur complexity states, off-policy learning, 
heavy computations, continuous data adjustment
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possible collected data, 
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Furthermore, considering the critical nature of 
IoT devices and medical data, which are vulner-
able to attacks by hackers, security and privacy 
management are on the list of vital concerns in 
smart healthcare systems and should be taken into 
account. In our vision, security and privacy manage-
ment are considered at different levels distributed 
from sensor to cloud layer adopting automated AI 
techniques like DRL. The proposed system model 
can cover crucial issues like network security, data 
security, data privacy, user privacy, communication 
privacy, encryption, and authentication of users to 
prevent illegal access to the system.

Eventually, the cloud layer performs remote and 
further data analysis and long-term data storage. 
With regard to the constrained resources of IoT 
and edge devices, in the case of too complex pro-
cesses, the cloud can be the best place for con-
ducting further analysis that is not possible to do 
on the edge. For instance, should the smart health-
care system need to train a vast amount of data, 
the cloud can be the best choice for this purpose.

In summary, the smart components of the pro-
posed system model adopt sensors to collect data 
related to real-time patients’ status while complete-
ly integrated with physical items. All the compo-
nents are connected to a cloud-oriented system 
that collects and processes all the data produced by 
sensors. The proposed system model can be consid-
ered as a digital twin system that adopts real-world 
and real-time data to perform simulation leverag-
ing edge intelligence and wireless communication, 
which can estimate how a process can be estab-
lished to get better results in terms of predicting a 
disease in advance or saving lives in critical circum-
stances. Moreover, the proposed system model has 
reasonable complexity since there are no complex 
algorithms used in the model. The overall complex-
ity of the proposed system model depends on the 
health issue and the amount of data. However, it 
cannot be greater than the complexity of DRL itself.

Challenges and Future Research Directions
According to our investigation, the ensuing 
open issues and challenges in the adoption of AI 
in edge-assisted smart healthcare solutions are 
detected. Future research directions in this area 
include both technical and non-technical challeng-
es, summarized below. The first three challenges 
are considered as non-technical, and the rest are 
known to be technical challenges.

Sensor Usage: The most important issue in 
terms of sensor adoption is patients’ comfort in 
using sensors. Sensors can be either implanted or 
wearable. Elderly people may have difficulties in 
using wearable ones. Some others may refuse to 
adopt the implanted sensors. This challenge also 
implies a personal comfort zone; in other words, 
what seems comfortable to one patient cannot be 
assumed to be the same for another.

Alert Receiving: The most salient concern 
in sending alerts is how reliable and responsive 
family members/trusted relatives/care givers are 
in reacting once they get an alert. For instance, 
they may not get the alert notification in time 
due to different reasons (e.g., a dead battery of 
their device, being busy with other tasks, being 
far from the patient). These issues may result in 
irreparable losses. Thus, fault tolerance measures 
need to be considered.

Patients’ Concerns: Some patients are con-
cerned about the treatment procedure and how 
they can trust a digital system for distinguishing or 
predicting their diseases. Thus, they usually resist 
using smart technologies, since they do not have 
enough information about how the system works, 
and how doctors interact with the system and 
indirectly with the patients.

Data Loss: Although efficient data compres-
sion contributes to reducing the amount of trans-
mitted data, which may diminish the latency, 
power usage, and bandwidth usage, data integrity 
and information loss as a result of data compres-
sion is still a crucial open issue for smart health-
care solutions.

Lightweight AI Techniques: Since edge 
computing apparatuses, which are mostly used 
in smart healthcare applications, consist of con-
strained resources and limited power supply, there 
is a need for lightweight AI techniques that can 
be executed on them. Although AI techniques 
usually contribute to obtaining high accuracy, in 
some cases, it is achieved at the expense of aug-
mented computational cost. Effective resource 
utilization may lead to the enhancement of light-
weight AI techniques, which can help the smart 
healthcare system by analyzing enormous vol-
umes of medical records produced continuously. 
RL techniques, in comparison to other AI meth-
ods, need lower memory resources and computa-
tional complexity. The RL techniques usually learn 
from their prior experiences; then they do not 
need training with datasets. Thus, using RL can 
lead to preserving computational resources and 
time as well, which are considered as the critical 
criteria in the healthcare systems.

Redundant Training Data: The DL techniques 
adopt a huge sample space of datasets for train-
ing. Each sample consists of various features that 
are adopted in the detection/prediction of dis-
eases. Nevertheless, there is substantial redun-
dancy in samples transferring almost identical 
information. Hence, the computational resourc-
es must work on processing similar information 
many times, which increases the time and com-
putational complexity. These two factors are 
essential in the case of real time critical medical 
situations to save the patient’s life. Therefore, pro-
posing a strong and efficient algorithm for dimin-
ishing redundant training and providing effective 
resource utilization is still a challenging issue.

Privacy and Security: Since data is stored 
close to the end users thanks to the edge tech-
nology, individual users own the data entirely 
and can protect them. However, due to the con-
strained resources of users’ devices, they cannot 
benefit from strong privacy and security protec-
tion algorithms. Thus, there is still considerable 
room for enhancing the privacy and security of 
smart healthcare systems leveraging edge technol-
ogy and AI. A lightweight AI technique for coping 
with this issue can be a promising research area.

Automatic Network Management: With 
regard to the critical nature of smart healthcare 
systems, it is vital for these systems to have the 
capability of real-time and automatic manage-
ment of network issues. The adoption of light-
weight AI techniques such as lightweight RL can 
lead to smart and robust network traffic man-
agement in smart healthcare systems. Also, in 
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order to prevent security gaps and learn the net-
work for autonomously diminishing any possible 
attacks, the smart healthcare system can utilize an 
ML-based intrusion detection system. Moreover, 
software-defined networking plays a crucial role 
in the implementation of autonomous network 
management. The use of learning algorithms can 
help to control the virtualization of network com-
ponents and functions to deliver a self-regulated 
smart healthcare system.

Conclusion
This article illuminates how edge technology, 
along with AI techniques, can enhance smart 
healthcare systems. Processing locally, edge 
technology improves smart healthcare systems 
by reducing latency, network burden, and power 
consumption. Also, AI injects smartness into the 
system. The integration of AI and edge technol-
ogy makes the components of smart healthcare 
systems smarter and brings many advantages to 
them. We introduce a novel smart healthcare 
framework that leverages different AI techniques 
in a parallel mode on edge technology. The pro-
posed model distributes the processes from sen-
sors to cloud servers. Conducting some processes 
using a lightweight AI technique on sensors results 
in diminishing the latency, complexity, and net-
work load. Furthermore, adopting parallel pro-
cessing on the edge layer employing a flexible AI 
method contributes to more reduction of latency, 
swift response and decision making, and sending 
real-time alerts to care givers, which are vital in 
smart healthcare services. The proposed model 
considers security and privacy requirements for 
the entire smart healthcare system, including the 
sensitive medical data, the associated network 
connections, and users’ access to the smart health-
care system. Although the proposed system model 
covers some limitations of prior smart healthcare 
frameworks, there are still other challenges that 
need to be addressed, mainly comprising data loss 
and autonomous network management.
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