
Detection Techniques for Data-Level Spoofing in
GPS-Based Phasor Measurement Units

Fu Zhu

A Thesis

in

The Department

of

Engineering and Computer Science

Presented in Partial Fulfillment of the Requirements

for the Degree of

Master of Applied Science (Electrical and Computer Engineering) at

Concordia University
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Abstract

Detection Techniques for Data-Level Spoofing in GPS-Based Phasor
Measurement Units

Fu Zhu

The increasing complexity of todays power system aggravated the stability and real-

time issues. Wide-area monitoring system (WAMS) provides a dynamic coverage which

allows real-time monitoring of critical knows of power systems. Phasor measurement

units (PMUs) are being used in WAMS to provide a wide area system view and increase

the system stability. A PMU is a sensor that measures the three-phase analog voltage,

current and frequency and uploads the phasor information to the Phasor Data Concentrator

(PDC) at a rate of 30 to 60 observations per second. Typically, PMUs utilize a Global

Positioning System (GPS) reference source to provide the required synchronization across

wide geographical areas. On the other hand, civil GPS receivers are vulnerable to a number

of different attacks such as jamming and spoofing, which can lead to inaccurate PMU

measurements and consequently compromise the state estimation in the electric power grid.

In this thesis, we propose three countermeasures against GPS spoofing attacks on

PMUs from three layers in the WAMS. In particular, we utilize the fact that in GPS-based

PMUs, unlike most of the GPS applications, the position of the PMU receivers are already

fixed and known. Our first technique employs an algorithm that accurately predicts the

number of theoretically visible GPS satellites from a given position on earth. If the GPS

receiver detects satellites which should not be visible at that time, this signifies a spoofing

attempt. The second technique is an anomaly-based detection method which assumes that
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the statistics of malicious errors in GPS time solutions are unlikely to be consistent with

the expected statistics of the typical receiver clock. We also propose a model which can be

used to analyze the phasor data uploaded from two PMUs to the Phasor Data Concentrator.

The relative phase angle difference (RPAD) is used in our algorithm to detect the spoofing

attack. The algorithm uses Fast Fourier Transform to analyze the RPAD between two

PMUs. We study the behavior of the low frequency component in the FFT result of the

RPAD between that two PMUs to detect the spoofing attacks. The effectiveness of the

proposed techniques is confirmed by simulations.
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Chapter 1

Introduction

In this chapter, we provide a brief summary of our research work. We start by presenting

some background of the topic and the motivation behind the proposed work. Next, we

review the purpose and major findings of our research. The organization of the thesis is

described at the end of this chapter.

1.1 Overview

Electricity is the groundwork for the whole world’s economic development. Since the

creation of the world’s first power system at Godalming in England [1], the electricity

industry has shown a great advancement. The electric system consists of three parts:

power generation, power transmission from the generator centers to the substations, and

the distribution system.

The traditional power grid is based on a structure of one-way flow of electricity, a

centralized, bulk generation, and unidirectional transmission and distribution systems. The

dispatching of the traditional power system could not meet the need of higher renewable

energy penetration. Recently, new technologies are offering new grid capabilities, and they

are less expensive and more suitable for clean energy sources. They also provide better
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response times for the consumers when power outage occurs.

A Smart Grid (SG), regarded as the next generation power grid, uses two-way flow

of electricity and information to create a widely distributed automated energy delivery

network [2]. The SG system uses sensors, monitoring, communications, automation,

and computers to improve the flexibility, security, reliability, efficiency, and safety of the

electricity system.

An important part of the SG is the Wide-Area Measurement System (WAMS). The

overall objective of WAMS is to provide dynamic power system measurements in one of

two basic forms: the raw point on wave data or raw data that has been converted into

phasors [3]. The utilization of Phasor Measurement Unit (PMU) technology is helpful

in capturing the wide area condition of the power system, in mitigating blackouts and

monitoring the real-time behavior of the power system [4].

1.2 Motivation

Phasor data computation rates range from 10 to 60 phasors per second (systems include

Phasor Measurement Units ) and point on wave data with rates upwards to 30k (systems

include Portable Power System Monitors) [3].

To achieve the wide-area monitoring and control, synchronizing sensor data across

PMUs with respect to the same time reference is crucial for maintaining an accurate

measurement of phase. Currently, the synchronization of phasor data is achieved by having

the PMUs synchronized to Global Positioning System (GPS) time. However, unencrypted

civil GPS signals are publicly available with weak received power which renders the GPS

receivers vulnerable to jamming and spoofing attacks. Security threats could arise if the

attacker manages to spoof the GPS signals. In this case, the GPS receiver will provide an

inaccurate time stamp for the PMU which will further affect the phasor measurements and

state estimation of the power system.
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Previous works on the impact of incorrect time stamps of the PMUs show that the

attacks could cause erroneous estimates of the actual power load and trigger false warnings

of power instability [5]. In [6], the authors point out the impact of spoofing attacks on GPS-

based PMUs in the smart grid. Therefore, it is crucial to detect the GPS spoofing attacks

and enhance the security of the phasor data uploaded to the Phasor Data Concentration.

Most countermeasures against the spoofing attacks and the abnormal events of phasor

data are depend on the following aspects: 1) signal strength [7]; 2) incorporation of external

hardware such as an inertial measurement unit [8]; 3) use of multiple antennas [9]; 4)

moving the receiver antennas [10]; 5) cryptographic techniques [11]; 6) And stability of

the frequency, voltage and phase information in the phasor data [12]. Table 1.1 provides a

summary of these traditional countermeasures and their limitations.

Table 1.1: Traditional countermeasures and limitations

Countermeasures Limitation
Monitoring the GPS signal strength:
check if the received signal strength is
higher than expected.

Sophisticated GPS spoofers can provide
signal strengths of comparable levels of
authenticated ones [7].

Incorporation of external hardware: u-
tilize information from the sensors ex-
ternal to the GPS subsystem, such as
accelerometers, gyroscopes, odometers,
and cellular networks [13].

Most of the external equipment focus on
the reliable position not reliable time.

Angle-of-arrival discrimination: com-
pare the expected AOAs with the one
estimated from GPS measurements

Bad performance in the cases of repeated
multipath [14].

Cryptographic techniques: spoofing can
be detected as a drop in the correlation
power over an encrypted interval

Require major changes in the already
deployed infrastructure. Also, ineffective
for the kind of attacks which manifest no
detectable drop in the standard correla-
tion power under a replay attack [15].
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1.3 Objective

In this thesis, our objective is to gain in-depth knowledge of the synchronization

technique of the PMUs and enhance the accuracy and security of phasor data from GPS-

based PMUs. We propose detection techniques that can be used to enhance the security of

the GPS-based receiver of PMUs. The proposed techniques include prediction of the visible

satellites, anomaly-based detection, and FFT-based detection. The first technique employs

an algorithm that accurately predicts the number of visible GPS satellites from a given

position on earth; if the PMU GPS receiver detects more satellites than what is predicted

by this algorithm, this signifies a spoofing attempt. The second technique is an anomaly-

based detection method which assumes that the non-malicious errors in GPS measurements

follow a normal distribution. We also propose a model which analyzes the phasor data from

two PMUs. We use relative phase angle difference (RPAD) in our algorithm to detect the

spoofing attacks.

1.4 Contribution

According to our work, we have made some contributions to the topic. The counter-

measures we propose against GPS spoofing attacks include the prediction of the visible

satellites for a given location and time period, anomaly detection of time stamps provided

by GPS receiver and phasor data analysis. These are introduced below and explained in

detail in chapters 3,4 and 5.

We can categorize all the countermeasures into two parts. At the GPS receiver side,

the prediction of visible satellites based on the fact that the high altitude of GPS satellites

ensures that the satellite orbits are stable, precise and predictable. Therefore, given the

fixed location of GPS-based PMU, we can process the navigation data sent from the

GPS satellites to calculate the visible satellites and further prevent the spoofed signals
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authenticated by the receiver. We also propose anomaly detection algorithm which aims

to detect the unsteady events of time solutions calculated by GPS receivers. By using

binary hypothesis testing, we can determine the abnormal values or trend of the time

solutions. The effectiveness of the two proposed approaches at the GPS side is confirmed

by simulations.

The second part of this work analyzes the data from Texas Synchrophasor Network

[16]. These phasor files were maintained by the University of Texas and now by Baylor

University to obtain actual power system measurements for power system analysis. The

proposed analytical model aims to identify and detect the uncommon characteristics

extracted from power grid events as measured by PMUs. In comparing the synchrophasor

data from multiple PMUs, we first apply Fast Fourier transform (FFT) to a window of

RPAD between two PMU stations. Secondly, the FFT values from each data window for

the entire PMU file are used to detect spoofing attacks.

1.5 Thesis Organization

The remainder of this thesis is organized as follows - Chapter 2 provides the main

preliminaries of the topic, where we briefly explain the basic concepts of the electric

grid, WAMS, phasor techniques, and GPS systems. Chapter 3 offers the methodology

of predicting visible satellites of the GPS-based PMU. The chapter introduces our first

proposed countermeasure against the attacks from the GPS simulator. Chapter 4 presents

the second algorithm which we also refer to as anomaly detection algorithm. Following

that, the simulation and analysis of the results are presented. Chapter 5 presents the analysis

and FFT detection model of the PMU data and also the simulation results. Finally, the

conclusions and future work are presented in Chapter 6.
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Chapter 2

Preliminaries

In this chapter, we present some preliminaries relevant to our work. This includes a set

of basic knowledge about the smart grid, WAMS, Phasor and GPS system.

2.1 Smart Grid

2.1.1 Development of power grid

The traditional power grid is known as a vertically integrated utility. The basic structure

is shown in Figure 2.1. The system has four main components: large power generation

stations, long-distance bulk transportation lines, distribution substations where high voltage

is stepped down, and the power delivery to the end consumers (homes and businesses). The

power flows are generally one way only from the centralized generators to the consumers.

The first hydraulic power system was built in 1881 at Godalming in England. In 1882,

the Edison Electric Light Company built the first steam powered electric power station

in New York City [1]. The development of transformer technology and transmission

standard made the electric power industry flourish in the nineteenth century. However,

early generating stations could hardly support a system to transmit the power through a
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Figure 2.1: Traditional power grid [17]

long distance. In that case, classic power stations primarily only served the local demand,

which also named primitive micro-grids. From the early 1900s to the 1970s, there was

significant development of the power system, the growth of electric power was nearly 8

times faster than the other energy sources. The invention of new technology such as the

transformer, three-phase system, and smaller generators enhanced the safety for power

distribution, the efficiency, and economy of the power system.

Through the development of equipment and facilities of power systems, the grid

seemed much “smarter” than before, traditional power systems face challenges integrating

distributed energy resources including solar, wind and combined heat and power [18].

Intermittent destabilization of the grid, increasing variety of end users and the need for

a flexible pricing scale led to the need of restructuring the power system.

As defined in [19], the smart grid is a system about reworking the existing electricity

infrastructure by encompassing technology, policy, and business models. According to

[20], the smart grid is not only the concept of developing the smart meters or home

automation, but it also refers to a way of operating the power system using communications,

power electronics, and storage. Figure 2.2 shows the concept of smart grid interconnection.

The smart grid also has been described as the “Energy Internet”, which turns the basic

structure of traditional electric system into a two-way network built on a standard Internet

Protocol (IP) network. It employs and integrates the distributed resources and generation to

the single high-producing model, thereby reducing the risk of attacks and natural disasters.
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Figure 2.2: Structure of smart grid [17]

Even if those problems occur, the smart grid, being a self-healing network, will restore

itself quickly by isolating the particular line and rerouting the power supply [21].

The smart grid should aim to enhance the safety and efficiency, improve the reliability

and power quality, make better use of the available resources and clean energy, and reduce

the influence of the environment. In its contemporary form, the smart grid encompasses the

facilities, control system and protocols from the electric generators to the customers and

their usage pattern [22]. The smart grid also should deliver real-time energy information as

to empower the smarter energy choices and provides affordable solutions [22]. The benefit

of the smart grid, according to [23], can be concluded in the following six value areas:

• Reliability: It can reduce the cost of interruptions and power quality disturbances as

well as reducing the probability and consequences of widespread blackouts.

• Economics: By reducing the electricity prices, decreasing the amount paid by

consumers as compared to the Business As Usual (BAU) grid and also creating new

jobs.

• Efficiency: With the integration of several recognized renewable and alternative

energy resources, the smart grid can make the cost of produce, deliver, and consume

electricity more affordable.
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• Environmental: The issues like climate change that are currently faced by the whole

world encourage the usage of renewable energy as the power resources. This

effort can reduce the emissions compared to BAU by enabling a larger penetration

of renewables and improving the efficiency of generation, delivery, and power

consumption.

• Security: Security is gained by reducing the probability and consequences of

manmade attacks and natural disasters.

• Safety: The safety of modern power grid is achieved by reducing the hazards inherent

in an energized electric system as well as the time of exposure to those hazards.

2.1.2 Smart grid technologies

Smart grid technologies are combinations of existing and emerging technologies. As

shown in Figure 2.3, from power generation, through transmission and distribution, to the

end users, all the technologies consist of a fully optimized electricity system.

Wide-area monitoring and control

Wide-Area Monitoring and Control (WAMC) is a new feature of the smart grid that

focuses on providing time synchronized, via PMU, near real-time measurements of the

power grid [25]. The system operators utilize the data from real-time monitoring and

display of power system components over large geographic areas to understand and

optimize the system behavior and performance. Measurement, communication, data

processing and control actions are the main components of WAMC system. Figure 2.4

illustrates the structure of the WAMC systems.

Layer 1 consists of phasor measurement units which are connected to substation busbars

or power lines. Data management layer (layer 2) is between the interface of the power

9



Figure 2.3: Technology of smart grid [24]

Figure 2.4: Layers and components of WAMC system [26]

system at layer 1 and the applications systems on layer 3. Measurements from PMUs are

transmitted and sorted by the Phasor Data Concentrator (PDC) and they produce a single

time synchronized data set that is forwarded to the applications system [26]. The data
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processing is implemented by the application systems, the real-time PMU based application

functions process the synchrophasor provided by the previous layer. A communication

network is essential for WAMC to support the two-way digital communication between

these three layers.

Information and communications technology integration

Secure and reliable information communication is the key to ensuring the data

transferred in the smart grid. The factor that must be considered in order to select

the communication which is cost efficient, and should provide good transmittable range,

better security features, bandwidth, power quality and the least possible number of

repetitions [22]. Underlying communications infrastructure, whether using private utility

communication networks (radio networks, meter mesh networks) or public carriers and

networks (The Internet, cellular, cable or telephone), support data transmission for deferred

and real-time operation, and during outages [24].

Figure 2.5: Smart grid communication infrastructures [27]
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Figure 2.5 illustrates a general architecture for smart grid communication infrastruc-

tures, which includes Home Area Networks (HANs), Business Area Networks (BANs),

Neighborhood Area Networks (NANs), data centers, and substation automation integration

systems [27]. The communication system connects all the major components of the power

system, from the power generation to transmission system substation, primary distribution

substations to the operation center and finally the consumers. This structure provides

the technical support for monitoring techniques to provide real-time energy expending

corresponding to the demand of utilities and further for the operation center to adjust the

pricing according to the energy consumption.

Renewable and distributed generation integration

Distributed Generations (DGs) using renewable energy sources for power generation

are the natural extension of the power system. For the purpose of relieving the long distance

transmission pressure, developing clean energy and enlarging the power system capacity,

many developed countries encourage and push to develop the technology of distributed

renewable energy generation. Solar, wind, and biomass renewable energy resources are

linked together to support a system with the advantages of an easy start-stop, good peak

shaving, beneficial load balance and less investment. In addition, they yield a faster

result and satisfy power supply demands in special occasions with less transmission loss,

improving disaster relief [28]. To achieve those goals, each distributed generation unit

goes through the inverter, filtering and transmission lines into the Micro-Grid Central

Control(MGCC) which manages and allocates the total energy to supply for the local

loads directly or into the Point of Common Coupling(PCC) to connect the power grid

[28]. Distribution Management System (DMS) connect the DGs to enhance the safety

and balance of the smart grid.
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Transmission enhancement applications

The increasing size, flows and the complexity of network lead to more demand of strong

AC links, a reliable synchronous operation of the transmission system in the smart grid.

There are several methods and applications to increase Available Transmission Capability

(ATC) for transmission systems to use.

• Flexible Alternating Current Transmission System (FACTS) devices to improve the

ability of control of transmission networks and maximize power transfer capability.

By allowing more accurate control of the flow of power, voltage and system stability,

the FACTS devices improve system operation and efficiency.

• High Voltage DC (HVDC) technologies are used to connect offshore wind and solar

farms to large power areas, with decreased system losses and enhanced system

controllability, allowing efficient use of energy sources remote from load centers

[24].

• Dynamic Line Rating (DLR) technologies enable transmission in smart grids to

identify capacity and apply line ratings in real time. The technologies are composed

of sensors, communication devices located on or near a transmission line and

software with Energy Management System (EMS). Sensors gather data of the power

system and then transfer the data to DLR software to determine the maximum

dynamic rating. These ratings are incorporated into a Supervisory Control and Data

Acquisition (SCADA) system or EMS.

• High-Temperature Superconductors (HTS) are materials that behave as superconduc-

tors at unusually high temperatures. The devices and materials in power transmission

and distribution grids provide benefits to the environment and the electric power

devices. It can greatly enhance capacity, reliability and operational flexibility of

power systems and reduce the operating cost.
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Distribution grid management

A Distribution Management System in today’s electricity distribution system can

monitor, control and optimize its performance and manage its complexity. As shown

in Figure 2.6, the distribution grid management system includes applications for system

monitoring, operation and outage management.

Figure 2.6: Structure and main components of a DMS [29]

Moreover, the DMS also leads to a better management of the assets of the utility. By

using the automated mapping system, the facilities management system, and the geograph-

ical information system, DMS provides the features of inventory control, construction,

plant records, drawings, and mapping. Another goal of these applications is to determine
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the short-term solutions to reinforce the system at minimum cost.

Advanced metering infrastructure

Advanced Metering Infrastructure (AMI) is an integrated system of smart meters that

communicate through local data relays, communications networks, and data management

systems. AMI provides [24] :

• Remote consumer price signals, which can provide time-of-use pricing information.

• Ability to collect, store and report customer energy consumption data for any

required time intervals or near real time.

• Improved energy diagnostics from more detailed load profiles.

• Ability to identify location and extent of outages remotely via a metering function

that sends a signal when the meter goes out and when power is restored.

• Remote connection and disconnection.

• Losses and theft detection.

• Ability for a retail energy service provider to manage its revenues through more

effective cash collection and debt management.

Electric vehicle charging infrastructure

Electric vehicle charging infrastructure provides the function of billing, scheduling,

smart charging to meet the increasing demand of grid capacity and the electrical circuits.

To reach the benefits of intelligent charging, the system needs to make decisions quickly,

communicate with relevant external entities, optimize the charge scheduling. Fast charging

stations and battery swap stations are also needed to provide ancillary charging services.

15



Customer-side systems

The customer-side systems are used to help improve the reliability and reduce the cost

of electricity for customers. It includes a home energy management system, which lets the

customers manage energy usage of appliances, equipment, lighting, etc. Customer side-

systems may also include an on-site energy generation system, scheduling electric vehicle

charging to decrease the cost of charging during the off-peak hours as well as smart energy

storage devices and load shedding. Table 2.1 gives us the details about hardware systems

and software associated with each technology area.

Table 2.1: Smart grid technologies [24]

Technology area Hardware Systems and software
Wide-area monitoring and
control

Phasor measurement units
(PMU) and other sensor
equipment

Supervisory control and
data acquisition (SCADA),
wide-area monitoring sys-
tems (WAMS), wide-area
adaptive protection, control
and automation (WAAP-
CA), wide-area situational
awareness (WASA)

Information and communi-
cation technology integra-
tion

Communication
equipment (Power line
carrier, WIMAX, LTE, RF
mesh network, cellular),
routers, relays, switches,
gateway, computers
(servers)

Enterprise resource plan-
ning software (ERP), cus-
tomer information system
(CIS)

Renewable and distributed
generation integration

Power conditioning equip-
ment for bulk power and
grid support, communica-
tion and control hardware
for generation and enabling
storage technology

Energy management
system (EMS), distribution
management system
(DMS), SCADA,
geographic Information
system (GIS)

Transmission enhancement Superconductors, FACTS,
HVDC

Network stability analysis,
automatic recovery system-
s
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Distribution grid manage-
ment

Automated re-closers,
switches and capacitors,
remote controlled
distributed generation
and storage, transformer
sensors, wire and cable
sensors

Geographic information
system (GIS), distribution
management system
(DMS), outage
management system
(OMS), workforce
management system
(WMS)

Advanced metering infras-
tructure

Smart meter, in-home dis-
plays, servers, relays

Meter data management
system (MDMS)

Electric vehicle charging
infrastructure

Charging infrastructure,
batteries, inverters

Energy billing, smart grid-
to-vehicle charging (G2V)
and discharging vehicle-to-
grid (V2G) methodologies

Customer-side systems Smart appliances, routers,
in-home display, building
automation systems, ther-
mal accumulators, smart
thermostat

Energy dashboards, energy
management systems, en-
ergy applications for smart
phones and tablets

2.2 Wide-Area Measurement System

2.2.1 WAMS definition and structure

Wide Area Measurement Systems were defined by Bonneville Power Administration

(BPA) in the late 1980s. In 1995, the US Department of Energy (DOE) and the

Electric Power Research Institute (EPRI) started the Wide Area Measurement System

(WAMS) Project. In this thesis, we define a Wide-Area Measurement System as a system

which consists of advanced measurement technology, information tools, and operational

infrastructure. The use of WAMS allows you to achieve the real-time monitoring of smart

grid. WAMS technologies are comprised of two major functions: data acquisition and

processing. Data acquisition technology is accomplished by a new generation of hardware

called phasor measurement units. Utilizing this technique allows monitoring transmission

system situations over large areas for the purpose of detecting the abnormal events in the

power grid. Then, the power line information is extracted and analyzed by several analysis
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tools and algorithms.

Figure 2.7: General WAMS structure [30]

Figure 2.7 shows us the general structure of WAMS. The system is mainly composed of

four parts: measurement part, communication part, control part and synchronization part.

Phasor Measurement Units (PMUs) perform the phasor measurements of power

lines at given locations and upload the measurements to data concentrators every 100

milliseconds. Those measurements (magnitudes and phase angles) are time-stamped by the

equipped GPS receiver, synchronized with a global time system with an accuracy of one

microsecond. The data measured by the PMU is transmitted to PDC via the local Ethernet

or industrial Bus [30]. With these real-time power system measurements, we can monitor

the steady and dynamic state of the power network and identify the system behavior such

as power system frequency and voltage phase angle responses to GPS spoofing attacks.

2.2.2 Phasor techniques

PMUs, which constitute the essential part of the WAMS, provide the sources of high

accuracy synchronized phasor measurements of the power line. As shown in Figure 2.8,

the phasor is used to represent a sinusoidal waveform at frequency f0 with magnitude

and phase. The phase angle is the angular difference between the sinusoidal peak and a
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specified reference time t = 0, which corresponds to the timestamp. The phasor magnitude

can be computed by the amplitude of the sinusoidal signal.

Figure 2.8: Sinusoidal waveform and phasor representation [31]

The phasor of the sinusoidal waveform in time domain is defined by Equation (1):

x(t) =Xmcos(ωt+φ), (1)

And the phasor representation is given by:

X= (Xm/
√

2)ejφ = (Xm/
√

2)(cosφ+ j sinφ) = Xr + jXi, (2)

where Xm denotes the amplitude of the sinusoidal signal, φ represents the phase angle,

and Xr and Xj denote the real and imaginary part of a complex value in rectangular

components.
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2.3 GPS Systems

The Global Positioning System (GPS) is a space-based navigation satellite system that

provides location and time information in all weather conditions, anywhere on or near the

earth where there is an unobstructed line of sight to four or more GPS satellites.

Figure 2.9: Three core segments of a Global Positioning System [32].

The GPS system is comprised of 32 satellites, several ground stations, and millions of

users. These satellites provide accurate position and time at anywhere on earth, Figure 2.9

shows the three core segments of a Global Positioning System, which includes:

• The Space Segment which is composed of 32 operational GPS satellites, that move

around the earth with a circulation time of 11 hours and 58 minutes and at an

altitude of 20,200 kilometers. The satellites are arranged in six orbital planes, where

each plane is tilted at 55 degrees relative to the equator with at least four satellites

visible at any time from any place on or near the earth’s surface. The GPS satellites

continuously broadcast low-power radio signals to provide information about their

locations in space, system time and the status of satellites. Each satellite contains

several atomic clocks to keep highly accurate time.

• The Control Segment which includes monitoring stations, that track the navigation
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signals from the satellites and continuously transfer the data to a Master Control

Station (MCS). The control station processes the data for the orbit position and

correction of clocks. Then, the updated data is sent to ground antenna stations and

uploaded to each satellite.

• The User Segment which includes both military and civilian users and their GPS

equipment. GPS receivers will continuously receive and decode the radio ranging

signals transmitted by GPS satellites. The navigation data contained in the GPS

signals provide the source for computing the timing and position information.

2.3.1 GPS signal components

The transmission of GPS signals must fulfill the need to successfully transmit and

receive, cost effective and stable signal throughout the ionosphere in all kinds of weather.

Research points out that the only frequency range suitable for transmission and reception

purposes is 1-2 GHz. The GPS satellites transmit two microwave carrier signals used to

measure the distance to the satellite, and navigation messages with frequencies within these

bands, referred as L1 and L2. The L1 frequency (1575.42 MHz) carries the navigation

message and the SPS (Standard Positioning Code) code signals. The L2 frequency

(1227.60 MHz) is used to measure the ionospheric delay by PPS (Precision Positioning

Code) equipped receivers.

Modulation techniques applied to the transmission of GPS signal is phase modulation

where the binary codes shift the L1 and/or L2 carrier phases and will not interact with each

other or interfere with the other signals during the transmission.

Figure 2.10 shows us the structure of the GPS signal. There are three types of binary

codes which are used to modulate the carrier signals [33]:

• Coarse/acquisition code: The C/A PRN codes are Gold codes with a period of 1,023

chips transmitted at 1.023 Mbit/s, implying a period of 1 ms. As described before,
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Figure 2.10: Modulation of GPS signal [33]

the combination bit stream of navigation message and C/A code are modulated to the

carrier frequency. Each satellite has its own C/A code such that it can be uniquely

identified at the receiver side. In other words, the unique PRN code will not correlate

well with any other satellite’s PRN code.

• Precision code: The P-code of each satellite is 6.1871 × 1012 bits long and it is

transmitted at 10.23 Mbit/s (6,187,100,000,000 bits to 720.213 gigabytes) and it

repeats once a week. The P-code is designed for use only by the military, and other

authorized users. The long length and complexity of P-code ensure that a receiver

could not directly acquire and synchronize with this signal alone and further increase

its correlation gain.

• Navigation message: Details about each satellite’s information is contained in the

navigation data which consists of 1500 bit long frames with an interval of 30 seconds

for transmission. The message in the navigation data can be classified into 3 areas:
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◦ The GPS date and time, plus the satellite’s status and an indication of its health.

◦ The ephemeris: orbital information which allows the receiver to calculate the

position of the satellite. Each satellite transmits its own ephemeris.

◦ The almanac data: contains information and status concerning all the satel-

lites; each satellite transmits almanac data for several (possibly all) satellites,

depending on which PRN numbers are in use.

The ephemeris information is highly detailed and considered valid for no more than

four hours, whereas almanac information is more general and is considered valid for

up to 180 days.

2.3.2 GPS receiver position basics

To calculate the position and time of an user equipment, a GPS receiver uses a technique

called satellite ranging which involves measuring the distance between the GPS receiver

and the GPS satellites it is tracking. A pseudo-range can be calculated utilizing the

knowledge of the the position of each satellite, GPS signal structure and the transmission

velocity of the signals.

Measuring Distance to Satellites

The first step in measuring the distance between the GPS receiver and a satellite

requires measuring the time it takes for the signal to travel from the satellite to the receiver.

Once the receiver knows how much time has elapsed, it multiplies the travel time of the

signal with the speed of light (because the satellite signals travel at the speed of light,

approximately 186,000 miles per second) to compute the distance. Distance measurements

to four satellites are required to compute a 3-dimensional (latitude, longitude and altitude)

position.

23



In order to measure the travel time of the satellite signal, the receiver has to know

when the signal left the satellite and when the signal reached the receiver. By reading the

GPS receiver’s internal clock at the moment of the signal arrival, the GPS receiver can get

the arrival time of the signal. The satellites are equipped with extremely accurate atomic

clocks, so the timing of transmissions is always known.

Triangulating from satellites

The position of a GPS receiver can be determined from multiple pseudo-range

measurements at a single measurement epoch. The user equipment’s position and time can

be computed through the triangulation method, with the pseudorange measurements and

Satellite Vehicle (SV) position estimates based on the precise orbital elements sent by each

SV. This orbital data allows the receiver to compute the SV positions in three dimensions

at the instant that they sent their respective signals. Four satellites can be used to determine

three dimension position and time. The position dimensions are computed by the receiver

in Earth-Centered, Earth-Fixed X, Y, Z (ECEF XYZ) coordinates.

2.3.3 Attacks on GPS

Unfortunately, civil GPS signals transmitted by GPS satellites are low power and

unencrypted. For that, the receivers are vulnerable to jamming and spoofing attacks.

Spoofing is a deliberate transmission of fake GPS signals with the intention of fooling

a GPS receiver into providing false position, velocity and time information [34]. Even a

low-power interference can easily jam or spoof GPS receivers within a radius of several

kilometers [35].

According to [13], attacks on the GPS receivers can be classified as follows:

• Jamming: a jammer emits high-power interfering signals in the GPS frequency band

in order to deny nearby GPS receivers from acquiring and tracking GPS signals.
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• Data-level spoofing: a data-level spoofer synthesizes and transmits counterfeit GPS

signals in order to manipulate a victim receivers time solution without affecting its

position solution. The spoofer achieves this goal by modifying several parameters in

the navigation data.

• Signal-level spoofing: a signal-level spoofer synthesizes and transmits counterfeit

GPS signals that carry the same navigation data as concurrently broadcasted by the

GPS satellites. By carefully tuning the delay of each code, the spoofer is able to

manipulate the victim receivers’ time solution without affecting its position solution.

• Bent-pipe spoofing (also referred to as meaconing): a bent-pipe spoofer conducts a

replay attack, namely, it records authentic GPS signals and rebroadcasts them with a

time delay as spoofing signals. The time calculated by a victim receiver is delayed

by a time period, while the position solution is always equal to the position of the

attackers antenna used to record the GPS signals.

Table 2.2: Attack on GPS receiver

Jamming
Data-level
spoofing

Signal-level
spoofing Meaconing

Accidental
error

Signal power
√ √ √ √

Signal consistancy
√

Ephemerides
√

Pseudorange
√

Satellite position
√

Receiver position
√ √ √

Time offset
√ √ √ √

• Accidental receiver malfunctions: accidental GPS receiver malfunctions yield

incorrect pseudorange measurements or incorrect navigation messages, resulting in

incorrect position solution or time solution, or both.

Table 2.2 shows the part of GPS signals’ that would be modified by different type of

GPS attacks.
√

indicate the modified part of the GPS signal.
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Chapter 3

Predicting Visible Satellites

In this chapter, we present our first contribution. By analyzing the structure of the GPS

receiver, we propose a method to predict the number of visible satellites at a given location

and during a pre-specified time period [36].

3.1 Motivation

Figure 3.1 depicts the basic procedures of how the position and time are calculated by

the GPS receiver. In order to obtain the position and time solutions, a GPS receiver must

receive at least four satellites’ signals. A GPS receiver will continuously receive the radio

ranging signals transmitted by GPS satellites, which are composed of two types of codes:

the unencryted civil use C/A code, and the encrypted position information. When GPS

signals are received by a receiver, they will pass through the preamplifier/down-converter

modular to convert the raw Radio Frequency (RF) into Intermediate Frequency (IF). Then,

the code and carrier tracking part tracks each visible satellite by generating the local C/A

code and correlating the generated C/A codes with the received signals. The receiver can

determine the specific visible satellite if the correlation result shows a strong peak, which

means the received signals have the same C/A codes with the generated ones. After that,
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the receiver will calculate the pseudo-range and extract the navigation data.

Figure 3.1: Block diagram of GPS receiver [37]

The unencrypted civilian GPS signals are easy to be attacked by a spoofer which

transmits falsified GPS signals with public GPS parameters, e.g., by using a GPS signal

generator with modified C/A codes. Subsequently, the GPS receiver will receive the actual

signals transmitted by the GPS satellites and the ones sent by the attacker. At the code

and carrier tracking part, the incoming signals are correlated with the local generated C/A

codes in order to identify the satellites associated with the incoming signals. As a result,

the spoofing signals will be regarded as real ones if they can complete the C/A code offset

search by the spoofed receiver. Based on that situation, we propose a method to predict

the visible satellites of a given location and time period. For our proposed countermeasure,

the receiver’s local clock will generate C/A codes according to prediction to prevent the

spoofed signals going into the position and time calculation. Another approach is to use

the mere fact that a match happens with the C/A code of a satellite that is not supposed to

be visible at this time and location to trigger an alarm for a possible spoofing attempt.
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3.2 Methodology

In what follows, we review the process used to determine whether a given satellite

can be visible at a given location and time [38]. GPS satellites are placed in six orbital

planes, where each orbital plane contains four or more satellites with 55◦ inclination to the

equatorial plane. The satellites move around the earth with a circulation time of 11 hours

and 58 minutes and an altitude of 20200 km. The high altitude insures that the satellite

orbits are stable, precise and predictable.

GPS satellites continuously broadcast the messages for the GPS receiver to calculate

the satellites position. The messages are composed of two types of navigation data:

almanac and ephemeris. Almanac data include orbit information, satellite clock correction,

and atmospheric delay parameters. The second type of navigation data, ephemeris data,

represent a set of parameters that can be used to accurately calculate the location of a GPS

satellite at a particular point in time.

The preliminaries of calculating the position of GPS satellites are listed below:

• Coordinate system: The position of a satellite vehicle is expressed in the Earth

Centered Earth Fixed (ECEF) coordinate system, which represents positions as an X,

Y, and Z coordinate. The ECEF is defined by a standard called the World Geodetic

System 1984 (WGS-84). The point (0, 0, 0) is defined as the center of earth’s mass.

As shown in Figure 3.2, the Xk, Yk, Zk axes (at time k) rotate with the earth.

• Time system: In the GPS system, an important parameter is the GPS time, that

contains the calculations and measurements made by the control segment. The

SV clock and the user (GPS receiver) clock are running at slightly different rates

compared to the GPS time. The goal of synchronization using GPS system is to

make the corrected user clocks and the SV clocks reach this time as close as possible

[39].
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Figure 3.2: Description of SV position from orbital parameters [39]

• Satellites movement: The satellites move around the earth because of a balance of

different forces. Under the assumption that the earth is a homogeneous sphere, the

centripetal force by the earth keeps the satellites in orbit. Perturbation force makes

the satellites slightly deviate from the orbit.

• Parameters: The non-disturbed motion of the satellite is based on Newton’s laws of

motion and gravitation and Kepler’s laws for orbits. The following six parameters

which are called orbital elements are required to uniquely identify a specific orbit:

A: Semi-major axis of the satellite orbit.

e: Eccentricity of the satellite orbit.

A and e: determine the shape and size of the Kepler ellipse.

Ω0: Longitude of ascending node of orbit plane at weekly epoch.

i0: Inclination angle at reference time.
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Ω0 and i0: identify the satellite orbit plane and the relative orientation to the earth.

ω: Argument of perigee which represents the angle within the satellite orbit plane.

vk: True anomaly, which is the angle between the direction of periapsis and the

current position of the body, as seen from the main focus of the ellipse (the point

around which the object orbits).

The following parameters, which will be explained later, are also contained in the

navigation data for the correction of disturbed motion and clock: ∆n, a0, a1, a2, toc,

M0, cus, cuc, crs, crc, cis, cic, IDOT , Ω̇ ,Ω̇e.

To calculate the satellite position, we proceed as follows [38]: 1. Evaluate the true

anomaly of the satellite, vk:

• Compute the mean angle velocity of the satellite:

n = n0 + ∆n (3)

where no is given by:

n0 =

√
µ(√
A
)3 , (4)

µ represents the value of the earth universal gravitational parameter in WGS-84 for

the GPS user (µ = 3.986005×1014meters3/sec2), and ∆n is the mean angle velocity

difference between the value calculated from the navigation data and that calculated

from the Newton’s law and Kepler’s law.

• Correct the satellite clock at the observation time t′:

t = t′ −∆t (5)

∆t = a0 + a1(t− toe) + a2(t− toe)2 (6)
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Eq. (5) represents the conversion of time sent by the GPS satellites to GPS time

scale. This step synchronizes the GPS satellite’s clock to the Master time. Eq.

(6) evaluates the SV position for this transmit time t, where we must determine the

difference between t and toe, with toe being the ephemeris reference time (see Figure

3.2) and a0, a1, a2 denote the clock reference time, 1st order parameter and 2nd order

parameter, receptively.

Then, we compute the time from ephemeris reference epoch:

tk = t− toe, (7)

where tk denotes the actual total time difference between the time t and satellite clock

correction toe, and must account for beginning or end of week crossovers.

• Next, we compute the mean anomaly for tk:

Mk = M0 + ntk (8)

where M0 represents the mean anomaly of the satellite at reference time toe.

• Then, we iteratively solve the Kepler’s equation for the eccentricity anomaly:

Ek = Mk + e sinEk (9)

where e is the eccentricity of the GPS satellite orbits.

• Compute the true anomaly of GPS satellite vk:

vk = arctan(

√
1− e2 sinEk
cosEk − e

) (10)

2. Compute the argument of latitude and correction of the perturbations:
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• The argument of latitude, which is an angular parameter that defines the position of

a satellite moving along the orbit is given by:

Φk = vk + ω (11)

where ω denotes the argument of perigee given by the navigation data.

• Calculate the second harmonic perturbations, namely the argument of latitude

correction δuk, radius correction δdk and inclination correction δik.

δuk = cus sin 2Φk + cuc cos 2Φk

δrk = crs sin 2Φk + crc cos 2Φk

δik = cis sin 2Φk + cic cos 2Φk

(12)

where cus, cuc denote the amplitude of the sine/cosine harmonic correction term to

the argument of latitude.

crs, crc denote amplitude of the sine/cosine harmonic correction term to the orbit

radius.

cis, cic denote amplitude of the sine/cosine harmonic correction term to the angle of

inclination.

3. Compute the argument of latitude uk, radial distance rk, and the inclination ik:

uk = Φk + δuk

rk = A(1− e cosEk) + δrk

ik = i0 + δik + (IDOT )tk

(13)

where IDOT denotes the rate of inclination angle.

4. Calculate the position of satellite in ECEF:

32



• The satellite positions in orbital plane is given by:

xk
′ = rk cosuk

yk
′ = rk sinuk

(14)

• Compute the longitude of the ascending node Ωk with respect to Greenwich, which

is the angle from a reference direction, called the origin of longitude, to the direction

of the ascending node, measured in a reference plane. This calculation uses the right

ascension at the beginning of the current week Ω0, the correction from the apparent

sidereal time (a time scale that is based on the earth’s rate of rotation measured

relative to the fixed stars rather than the Sun), variation in Greenwich between the

beginning of the week and reference time tk = t − toe, and the change in longitude

of the ascending node from the reference time toe:

Ωk = Ω0 + (Ω̇− Ω̇e)tk − Ω̇etoe (15)

where Ω̇ denotes the rate of right ascension and Ω̇e is WGS-84 value of the earth’s

rotation rate (Ω̇e = 7.2921151467× 10−5rad/s).

• Compute the earth-fixed coordinates:

xk = xk
′ cos Ωk − yk ′ cos ik sin Ωk

yk = xk
′ sin Ωk − yk ′ cos ik cos Ωk

zk = yk
′ sin ik

(16)

5. Identify the visible satellites:

• Check which satellites are visible to the test point: As shown in Figure 3.3, r is the

radius of earth and R is the radius of satellites orbit. Given the position of the fixed
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Figure 3.3: Visible satellites from a fixed elevation angle

GPS-receiver location xrec, yrec and the cut-off angle α, the elevation angle of the

satellites β can be calculated as:

β = arctg
cos(xk − xrec) cos yrec − 0.15127√

1− [cos(xk − xrec) cos yrec]
2

(17)

If the elevation angle of the GPS satellite β is not larger than the elevation angle of

the reference point βrec, the considered satellite is visible.

3.3 Simulation Results

In order to verifiy the feasibility of our approuch, we use the matlab tool – GPS satellite

visibility to predict the visible satellites from the EV building at the Concordia University.

To run the navigation tool, we need to provide the observed GPS receiver’s position

and time period, which include latitude, longitude, height and cut-off angle and date.

Then, an almanac file describing the orbits of the GPS satellites is also needed, where [40]

provides the almanac files updated daily for users to download. The program produces

comprehensive charts and reports of GPS satellite visibility for a 24-hour period (e.g.,

see Figure 3.4). Figure 3.5 shows the visible satellites that are visible from EV building,

Concordia University, Montreal, Quebec, Canada, GSW campus, with a cut-off angle of 15
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degrees on July 12th, 2016.

We input the following information to the GPS satellite visibility:

Station: Montreal Latitude: 45.8294 Longitude: -73.9622 Height: 124 Cut-off

angle: 15 Timezone: -5 Date: 2016/07/12 Duration: 0:00 — 24:00

Figure 3.4: Prediction of the appearance of visible satellites

Station: Montreal Latitude: 45.8294 Longitude: -73.9622 Height: 124

Cut-off angle: 15 Timezone: -5 Date: 2016/07/12 Duration: 0:00 — 24:00

Figure 3.5: Prediction of the number of visible satellites

Figure 3.4 provides us the details of the visibility of each satellite in 24 hours at
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Concordia University. X axis represents time (hour), Y axis is the serial number of the

satellites (from 1 to 32), red area denotes the appearance of the corresponding satellites.

As depicted in Figure 3.5, during the entire time period of the position we choose, at least

five satellites could be seen at the same time. In fact, 4 satellites are enough for a GPS

receiver to compute the position and time information, and more satellites are visible at the

same time, the more accurate the solutions.

Moreover, if higher accuracy is desirable, another type of errors should also take

into account. Errors affect the satellites’s orbit or ephemeris are called ephemeris errors,

which are caused by gravitational pulls from the moon and sun and by the pressure of

solar radiation on the satellites. These types of errors are usually very slight. One can

use the data available from the International GNSS (Global navigation satellite system)

Service (IGS) which collects, archives, and distributes GPS and GLONASS (Russian

Global Navigation Satellite System) observation data sets from varieties of analysis centers

for better prediction accuracy.

3.4 Counclusion

The GPS spoofer sends simulated GPS signals to attack a GPS receiver which will

lead a false time solution for PMUs. Throughout this chapter, we have explained an

algorithm which utilizes the navigation data from the GPS signals and basic rules of

satellites movement in the space to predict the visible satellites of a fixed location and a

given time period. Within this context, we proposed a methodology for the GPS receiver to

detect the received simulated signal which has different C/A code and a different one of the

visible satellites. Our simulation results confirm the feasibility of the proposed approach.

However, it should be noted that, the visible satellites prediction countermeasure is

ineffective for the type of spoofing attacks that only modify the parameters in the navigation

data, but contain the same C/A code with the visible satellites. In order to further enhance
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the robustness of GPS-based PMUs, in the next chapter we propose another detection

algorithm that resists this type of attacks.
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Chapter 4

Anomaly Detection of Data-Level GPS

Spoofing

Because of the system noise, the differences between two consecutive time solutions

are unlikely constant. In this chapter, we assume that the random error between the time

solutions of GPS receiver follows a Gaussian distribution. According to Total Vector Error

(TVE) given by the IEEE C37.118 standard, we set up a model of the difference values

between two consecutive time solutions. Also, we model the GPS data-level spoofing and

analyze the changes in the time differences after the appearance of the attacks. Finally, the

effectiveness of the proposed technique is confirmed by simulations.

4.1 GPS-PPS Stochastic Error Analysis

In phasor measurement unit, we require one Pulse-Per-Second(PPS) synchronization

signal provided by GPS receivers. However, the clock in each GPS receiver may drift apart

or gradually desynchronize from the master time with different drift rates. Therefore, one

needs to use the GPS system with highly accurate atomic clocks (inside the GPS satellites)

to synchronize the GPS receiver’s clock. We divide the deviations of a GPS receiver clock
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into two categories: the systematic effects such as the time drift, as well as the random

errors such as white noise. Based on the fact that we have already known the position of

the GPS receiver, in our approach, we describe the time solution by a simple model:

c × ∆ttrans,k = dtrue,k + c × tb,k (18)

tmeas,k = trcv,k − tb,k (19)

where trcv,k denotes the time provided by the internal clock of the GPS receiver at time k,

∆ttrans,k denotes the signal propagation time from the GPS satellites to the GPS receiver at

time k (calculated during the code tracking part), dtrue,k represents the true range between

visible GPS satellite and GPS receiver, tb,k is the time bias between GPS satellites clock

system and the GPS receiver internal clock, and tmeas,k is the synchronized time solution

of the GPS receiver. Hence, the error in time is given by:

ek = tmeas,k − t true,k (20)

The IEEE C37.118 standard [41] requires the accuracy of the time solution should be within

the range of ek ≤ 40 ns for 95% of the values. And according to this standard, a time error

of 1 µs corresponds to a phase error of 0.022 degrees for a 60 Hz system and 0.018 degrees

for a 50 Hz system. Also, phase error of 0.57 degrees (0.01 radian) will by itself cause 1%

TVE. In what follows, we assumes that the random error ε between the time solutions of

GPS receiver and the UTC follows a Gaussian distribution ẽk ∼ N(0, σ2).

In order to check whether the error of time solutions are within a reasonable range,

given the real UTC time and the system noise are unknown, we will induce the pseudo-error

ẽk. Different from the real error between the time solutions and UTC time, we randomly

choose a start point of the time solutions from GPS receiver, then calculate the pseudo-error
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as follows:

ẽk = tmeas,k − tmeas,1 − (k − 1) k = 1, 2, 3... (21)

According to our simulation results, the distribution of ẽk also follows a normal distribution.

Then, the sample mean of the pseudo-error is given by

µ̂ = t̄ẽk =

n∑
k=1

(ẽk)

n
(22)

4.2 Models of Attacks

GPS spoofers can manipulate the results of the receiver position, ephemerides, satellite

positions, and pseudo-ranges by broadcasting falsified GPS signals and forcing the GPS-

based PMU receiver to track the falsified signals. This spoofer-induced timing offset

creates a corresponding change in the phase measured by the PMUs.

As mentioned in chapter 2, there are several types of spoofing attacks which include signal-

level spoofing, data-level spoofing, and bent-pipe spoofing.

In this chapter, our proposed countermeasure is mainly against those attacks which

change the navigation data. According to Equation (18), the data-level spoofing changes

the information about satellite’s position and further leads to incorrect clock bias tb,k. It can

also spoof arbitrary number of satellite signals and introduce a receiver clock offset error

without significantly changing the computed receiver position from its pre-attack value.

According to the structure of the navigation data sent by the GPS satellites [42], the

GPS receivers will continuously receive the signals and refresh one sub-frame of navigation

information for 30 seconds. As a result, different types of errors may occur. Following are

three possible types of spoofing attacks that we consider:

a) Scaling Attack:

For this type of attack, the error caused by the spoofer will sharply increase (or decrease)
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Figure 4.1: Example of Scaling attack, ramp attack, and random attack

and will continue with the same error value,

wk = p, k ≥ n (23)

where wk denotes the error value at the ith epoch and p is the spoofing error value.

b) Ramp Attack:

Here, the attacker will gradually increase (or decrease) the error value, rendering the time

solution to exceed the threshold. This type of attack is described as follows,

wk = pk +m×∆p, k ≥ n, m = 1, 2, 3... (24)

where ∆p is the error changing rate. Here the error value is continuous for a time length of

integer multiple of 30 seconds.

c) Random Attack:

The error will change discontinuously and gradually until it passes the threshold.
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4.3 Proposed Anomaly Detection Scheme

As mentioned in Section 4.1, we assume that the GPS receiver’s time solution follows a

normal distribution for a random sample from the entire population. Also, there is enough

evidence that the pre-attack values of the pseudo-error follow a normal distribution. In

this work, the abnormal value of the time solution caused by a spoofing attack would be

determined by a binary hypothesis testing.

The process is that, when we observe a sample of time solutions, we use hypothesis

testing to determine whether there is enough evidence to infer that a certain condition is true

for the entire population. However, to examine the whole population is often impractical.

Therefore, we examine a random sample from the population. If the results calculated

from the sample data are not consistent with the statistical hypothesis, the hypothesis is

rejected. There are two types of statistical hypotheses: The null hypothesis, denoted by

H0, represents the hypothesis that the time solution at the moment is consistent with the

learnt statistics of the receiver’s clock. The alternative hypothesis, denoted by H1 or Ha, is

the hypothesis that the pseudo-error has exceeded the threshold which means the system is

influenced by the attacker [43].

For the first part of our proposed anomaly detection, we will use the sample mean to

estimate the population mean of the pseudo-error, and then compare it to the upcoming

values of the pseudo-error. Let n denote the number of samples. According to (22), after n

samples, we use upcoming values ẽk (k > n) to compare with the sample mean µ̂.

H0: ẽk = µ̂

H1: ẽk 6= µ̂

Let α1 denotes the false alarm rate according to the system design requirements, and λ1

denotes the corresponding threshold calculated from the distribution of pseudo-error. As

shown in Figure 4.2, if ẽk is out of the acceptance region, we conclude that the time solution

at time k is calculated from the spoofed signal.
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Figure 4.2: Hypothesis testing of anomaly detection 1

The second part of the detection allows us to test if the GPS receiver is under the ramp

attack following the procedure below.

• As mentioned in the first part, we calculate the sample mean of the pseudo-error.

• Count the number of upcoming pseudo errors that are larger than the sample mean in

the considered sliding window analysis:

NL j = # {j −NT < k ≤ j|ẽk > µ̂} (25)

where NL j represents the number of samples larger than the threshold in the shifting

window.

• Calculate the ratio of larger samples:

rj = NL j/NT (26)

where NT is the number of samples in the sliding window.
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• Let α2 denote the false alarm rate for the slope detection system and let λ2 denote

the corresponding threshold. The value of the ratio at time j equal rj .

H0:rj = 0.5

H1:rj 6= 0.5

For the unspoofed receiver, Figure 4.3 shows the ratio from which we can conclude

that if there is no spoofer attacks, the ratio result of the second part should be around

the 0.5.

Figure 4.3: Pre-attacked Ratio value

As shown in Figure 4.4, when an attack occurs, the ratio of the samples larger/less

than the sample mean within a shifting window will no longer keep a balance.

If the ratio we tested falls in the acceptance region (H0), then the system has not been

spoofed or the influence of the spoofing attack is not large enough to cause an unacceptable
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Figure 4.4: Spoofed Ratio value

Figure 4.5: Hypothesis testing of the anomaly detection part2

error to the PMU. Note that H1 represents a warning area in this scenario, if rj is in the

rejection region, the time solution at time j is labelled as being spoofed (Figure 4.5).
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Figure 4.6: Flow chart of anomaly detection algorithm
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The flow chart of the detection algorithm is shown in Figure 4.6. When the algorithm

declares that the GPS receiver has been spoofed, there are different methods to locate

the spoofer [44]. Also, there are methods to improve the stability of the PMU clock, for

example, according to [45], after disconnecting the link, the PMU can operate stably for a

period of several hours. In this case, we can restart the GPS receiver, refresh the navigation

data and check for spoofing again.

4.4 Simulation Results

The simulation environment used for performance investigation is as follow:

• Accuracy of the time solution: ek ≤ 40 ns for 95% of the values.

• Number of samples for the sample mean: 300 samples.

• Shifting window for the slope detection: 150 samples.

Figure 4.7 depicts the Receiver-Operating Characteristics (ROC) curves of our anomaly

detection for the scaling attack. From our simulation results, it can be seen that the error

caused by the scaling attack can be effectively detected when it is larger than about 120ns,

which is smaller than the threshold defined by the IEEE C37.118 standard. For the ramp

attack, the system can detect the attack with a zero miss-detection rate. The simulation

results show that our anomaly detection is an effective countermeasure against the data-

level spoofing.

The advantage of the anomaly detection is due the fast detection time against the

different types of data-level spoofing. Figure 4.8 shows that the detection time of different

errors increasing/decreasing rate caused by the attacker. According to our proposed

algorithm, the system will give us a warning of spoofing attack when one of the results

of two parts falls in the rejection region. Thus, the detection time of the algorithm is equal

to the minimum of the two sub-detection systems.
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Figure 4.7: ROC curve of detect the scaling attack

Figure 4.8: Detection time of anomaly detection
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4.5 Conclusions

The stability of time solutions provided by GPS receiver is essential to PMU sampling

precision and time-stamps of the measurements. In this chapter, we assume that the time

solutions will follow a Gaussian distribution, so that we can detect the abnormal trend of

the pseudoerror and provide a warning of spoofing attack. Based on our simulation results,

we can draw a conclusion that the proposed anomaly detection can detect a scaling attack

when the errors caused by the attacker exceeds the threshold based on the real needs of

the system. Also, we can detect a spoofing attack when there is a continuous trend of

increase/decrease of the error.
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Chapter 5

FFT-Dased Detection

In the previous two chapters, we have proposed two approaches for the detection of

spoofing attacks at the GPS receiver side. These two solutions, however do not utilize the

information that can be obtained by correlating the information from multiple PMUs at

the PDC side. In this chapter, we analyze the impact of the GPS spoofing attacks on the

relative phase angle differences between two PMU stations. Then, we propose a spoofing

detection technique which compares the synchrophasor data from multiple PMUs. We use

real PMU data from the Texas synchrophasor network to verify the effectiveness of our

proposal approach.

5.1 Background of Synchrophasor Networks

5.1.1 Phasor measurement unit

As we mentioned earlier, the development of the Phasor Measurement Units started

in the 1990s in order to improve the accuracy and performance of power system state

estimation. PMUs measure the system voltage magnitude and phase angle at a given station

and upload the phasor information to PDC at a rate of 30 or 60 samples per second.
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Figure 5.1: Block diagram of a PMU [13]

Figure 5.1 shows a basic hardware block diagram of a PMU. The analog AC waveforms

are digitized by an Analog to Digital Converter for each phase. A phase-locked oscillator,

along with a Global Positioning System reference source, provides the needed high-speed

synchronized sampling with 1-microsecond accuracy. The GPS receiver provides one pulse

per second (1-PPS) to the oscillator which divides the signal into the required sampling

rate. This GPS system is designed primarily for navigational purposes, but it furnishes a

common-access timing pulse, which is accurate to within 1 microsecond at any location

on earth [46]. Besides, the voltage magnitude and current phasors are calculated by digital

signal processing techniques.

5.1.2 Synchrophasor and PMU data

The synchrophasor representation of the signal x(t) in Equation (1) is the value X in

Equation (2), where φ is the instantaneous phase angle relative to a cosine function at the

nominal system frequency synchronized to UTC [41]. All measurements from different

PMUs are synchronized to a common time base with a common frequency, which makes

the phase angle measurements directly comparable. Synchrophasors change over time

unless the signal is a pure sinusoid with a frequency equal to the nominal system. A precise
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time reference (clock) is required to provide the UTC time to determine the phase angle φ

[41].

The University of Texas at Austin (UT-Austin) introduced an independent syn-

chrophasor network (Figure 5.2) to monitor abnormal events and analyze low-frequency

oscillations from the electric power grid through PMU measurements taken at the customer-

level voltage (120 V)[12].

Figure 5.2: Map of texas PMU stations within the UT-Austin independent texas
synchrophasor network [12]

The time-stamped phasors from each PMU station are sent either through the public

Internet or serial cables to the phasor data concentrators. The phasor data concentrator

waits for data from all PMUs and stores the PMU data once it is received. These data

points are stored hourly in a comma-separated value (CSV) format. The synchrophasor

network is in operation at all times.

Figure 5.3 shows an example of a PMU data file associated with PMU measurements.

All measurements are taken at the customer-level voltage of 120 V [12]. The first
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column represents the time-tag provided by the GPS receiver, the other columns denote

the magnitude, phase angle and frequency, respectively.

Figure 5.3: Example of PMU data format [12]

The IEEE 37.118.1-2011 standard covers the measurement provisions and is intented to

describe and quantify the performance of PMUs instrument deployed to monitor the power

grid [41].

5.2 Proposed FFT-based Detection Algorithm

Our proposed detection algorithm is based on analyzing the relative phase angle

difference between two PMU stations. The procedure is described as follows:

5.2.1 Relative phase angle difference

Because the rotation of the voltage phasors is not constant, that is to say it is not fixed at

a nominal frequency, the voltage phase angle varies depending on the the speed of rotation

the associated generators.

In Figure 5.4, the x-axis represents the time, and y-axis represents the value of voltage

phase angle. When the voltage phasor is rotating at greater-than-nominal speed and crosses

from 180 to -180 degrees, the voltage phase angle jumps. For our simulation, we need first

to unwrap the voltage phase angle at each PMU station before the difference in the voltage

phase angle between the two stations can be calculated.

In Figure 5.5, the blue curve represents the unwrapped phase angle, which is clearly

a smoother phase plot than the red one. The unwrapping function is implemented by the
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Figure 5.4: Raw PMU phase data

Figure 5.5: Raw PMU phase angle and unwrapped curve

Matlab function Q = unwrap(P). This function corrects the phase angles in a vector P by

adding multiples of ±2π when the difference between consecutive P are greater than or
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equal to the default jump tolerance of π.

After unwrapping the PMU data from all stations, all possible Relative Phase Angle

Difference (RPAD) combinations are considered for each PMU file [47]. Throughout our

work, we chose station UT and Austin for the simulation of our algorithm. The RPAD

between UT and Austin stations corrected by individual unwrapping is shown in Figure

5.6.

Figure 5.6: RPAD between two PMU stations

5.2.2 FFT-based detection algorithm

To detect spoofing attacks within each hourly PMU file, an overlapping sliding window

is applied to the relative phase angle differences. We set the window size equals to 15

seconds and let it moves sample by sample to the next one. The sliding window method is

illustrated in Figure 5.7.

In Figure 5.7, the red window represents the sliding window where we analyze the data

in each window to detect the behavior of miss-synchronization of phasor data between the
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Figure 5.7: Sliding window

Figure 5.8: FFT of RPAD between two stations

two stations. There are 450 samples in one sliding window at time t, and we apply the

FFT function to those RPAD values in this window. Then, we move the window forward to

the next sample. This Discrete Fourier Transform shows us all the frequency components

within one sliding window. Figure 5.8 shows the FFT result for the case of no attack. Figure
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5.9 shows the corresponding FFT results in the case of a spoofing attack. It is clear that

when the sliding window moves on, the low frequency components of the FFT increase. In

our algorithm, we consider that the changes of RPAD caused by spoofing attacks on GPS

receiver are reflected in the changes of the low frequency value of the FFT.

Figure 5.9: FFT results after spoofing attack

To begin with, we analyze the distribution of low frequency value of pre-attack RPAD.

We choose the low frequency components for our simulation. Based on an entire hourly

data of the real phasor data from the Texas Synchronphasor Network, we applied the

FFT to the RPAD between UT and Austin stations. Figure 5.10 shows the probability

density function of the low frequency components of the RPAD signal. From the figure,

we conclude that the pre-attacked low frequency value follows a Gaussian distribution.

Figure 5.11 represents the flow chart of the detection procedure.

5.2.3 Simulation results

The simulation environment used in our performance investigation is as follow:
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Figure 5.10: PDF of the low frequency components of the RPAD signal

• PMU data from Texas Synchrophasor Network PMUs

• Sliding window length: 15 seconds

• Reporting rate of the PMU data: 30 samples per second

For the next step, we add the spoofing attacks to the system. We applied three types

of the spoofing attack, including the scaling attack, ramp attack and random attack. The

errors in the time-stamps provided by the GPS receivers are added to the time column of

raw phasor files of the UT station. Then, we apply the FFT to the RPAD data within each

sliding window and record the values of the low frequency components. After that, we use

binary hypothesis testing to determine if there is an abnormal value caused by a spoofer.

Figure 5.12 shows an example for how the curve of low frequency component changes

during a spoofing attack. Also, the simulation result shows that, for all the time errors

caused by different types of spoofing attacks, there is always a clear increase in the low

frequency components after the attack happened.
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Figure 5.11: Flow chart of the detection procedure
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Figure 5.12: Trend of low frequency changes during attack

The threshold used to determine whether there is a spoofing attack is based on the need

of different systems. The false alarm rate of the FFT detection algorithm is shown in Figure
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Figure 5.13: False alarm rate of detection algorithm
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the proposed FFT detection algorithm can effectively detect spoofing attacks.

results from the detection method are based on a time period of one hour, and it shows that

the unwrapped RPAD, we can detect the changes caused by the GPS spoofing attacks. The

synchrophasor network stations for the power system. By applying a sliding window of

detect the RPAD abnormal changes. We used the real PMU data from UT and Austin

angle differences between two PMU stations. We proposed an algorithm which aims to

In this chapter, we explained the influence of the spoofing attacks to the relative phase

5.3 Conclusion

threshold.

, where the x axis represents the false alarm rate while the y axis denotes the detection5.13



Chapter 6

Conclusions and Future Work

Time stamps provided by the GPS receivers to the PMUs are vital to the proper

operation of Wide Area Mornitoring Systems. A GPS spoofer transfers incorrect GPS

signals, which resembles the normal GPS signals, but with different receiver position,

ephemerides, satellite position or the pseudo-range. Afterwards, miss-synchronized phasor

data will influence the result of the state estimation of the power system, which will

further cause errors in the distribution automation. In this thesis, we mainly focus on

the countermeasures against GPS spoofing attacks at the GPS receiver-side and the data

concentration center side. In order to enhance the robustness of the GPS-based PMUs, we

propose three methods to detect spoofing attempts.

The GPS receiver will recognize the visible satellites by correlating the local generated

C/A codes and the received signals. In this context, we proposed a method for predicting

the visible satellites at a given location and time period. Using the navigation messages, the

time of the observation, and the basic physics of satellite motion in the space, we predict

the number of visible satellites to prevent the GPS receiver from tracking manipulated

signals. The approach enhances the security against attacks, as it reduces the chance for

the manipulated signals to pass to the data processing part.

Furthermore, based on the fact that the time period between two PPS signals should be
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one second, we utilize the changes in the observed signal statistics when the system is under

attack to detect the presence of spoofing attempts. The second detection technique is mainly

against the data-level spoofing, which modifies the time information in the navigation

data. The simulation results confirm that our proposed anomaly detection algorithm can

effectively detect the data-level spoofing attacks.

Finally, after the PMUs upload the measurements to the phasor data concentrators,

we can detect the spoofing attacks based on the stability of RPAD between two PMU

stations. The low frequency components of the relative phase angle differences between

the two PMUs should be within a certain range, and that will increase in the case of miss-

synchronization. Our simulation results shows that when the spoofing happens, the low

frequency components of RPAD increase, which makes the detection of attacks feasible.

It should be noted that, although we have considered the sensitivity and the timeliness

of our proposed countermeasures, in reality, the cost and computational complexity should

also be taken into account. One possible area of research would be the utilization of

prediction techniques such as Kalman filter to predict the timing information provided

by the GPS receiver. Kalman filter can predict the time information of the next time

epoch based on a series of measurements observed over time. Theoretically, the difference

between time information and the prediction value would be no larger than the tolerance

given by IEEE standard.

Another possible area of improvement would be the investigation of cross-detection

among multiple GPS receivers. It is difficult for one GPS spoofer to spoof multiple GPS

receivers. Consequently, linking several GPS receivers through a communication network

and cross-checking the time information calculated by each receiver can provide a good

countermeasue against spoofing attacks. In order to apply this improvement, we need

to ensure the security and minimize the time delay during the information transmission

between the GPS receivers.
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