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Abstract—Modeling spreading processes for infections has been
a widely researched area owing to its application in variety
of domains especially epidemic spread and worm propagation.
Until recently, infection propagation models usually inspired by
epidemic spreading, solely relied upon the underlying network
properties without taking into account the variation in node
specific properties, such as its ability to spread infection or
recover from an infection. Owing to this fact, these models have
been agnostic to the effects such node heterogeneity might have in
the overall infection (or immunization) process. In this paper, we
incorporate node properties in a well-known Susceptible Infected
Recovered Susceptible (SIRS) model for infection propagation,
and propose new heuristics to curb the spread of infection in
heterogeneous networks. The proposed heuristics are validated
against various network topologies, including a real-world exam-
ple of an email exchange network.

Keywords-Spreading process, epidemic models, worm propa-
gation, heterogeneous networks, immunization

I. INTRODUCTION

Infection propagation models have constantly evolved over

the years and have found their applications in a wide variety of

fields ranging from worm propagation in computer networks to

information diffusion in social networks (e.g., [1]). However,

until recently, these state-of-the-art propagation models, gen-

erally inspired by classical epidemic models, took only the

underlying network properties into account without paying

any attention to the participating node properties. In doing

so, these models unknowingly become skeptic to the effects

that these node properties might have in determining the

overall spread of infection. Moreover, existing immunization

strategies proposed for such network-based models generally

rely on selecting a subset of nodes from a network and

immunizing them with the goal of minimizing the overall

spread of infection. Such immunization strategies, in process,

fail to incorporate network heterogeneity by equally treating

all nodes in terms of their properties that can influence the

infection propagation. This homogeneous treatment of all

nodes generally does not hold true in practical networks such

as Cyber Physical Systems (CPS), in which nodes can have

different capabilities in handling and spreading infections.

In this article, the aforementioned issues are addressed by

not only taking forward the inclusion of node heterogeneity

in the existing infection propagation models, as suggested

recently by Smilkove et al. [2], but also incorporating this

notion of heterogeneity while proposing immunization strate-

gies to substantially curtail the infection spread. In doing so,

the article makes the following contributions:

• A heterogeneous version of the existing Susceptible In-

fected Recovered Susceptible (SIRS) is presented which

incorporates node properties.

• The notion of including node properties while designing

immunization strategies is introduced, and a new effective

degree based immunization heuristic is proposed to curb

infection propagation in heterogeneous networks.

Heuristics proposed in this paper can thus be applied to

many real-world scenarios that involve a spreading process.

For instance, deployment of anti-virus programs at ‘strategic’

locations within a CPS network under a scenario in which

limited instances of anti-virus programs are available. The

following section gives a brief overview of the work done

in infection propagation models and immunization strategies.

II. BACKGROUND AND RELATED WORK

The reviewed literature suggests that two models – Sus-

ceptible Infected Susceptible (SIS) and Susceptible Infected

Recovered (SIR) – have been widely accepted and are the

basis of several other variants [1]. A more generic combination

of these two models is the Susceptible Infected Recovered

Susceptible (SIRS) model (e.g. [3]), which maintains three

distinct states, i.e., susceptible (S), infected (I), and recovered

(R), as in the case of SIR model, but in addition closes the

loop by allowing a transformation from state R to S, as shown

in Figure 1. Both SIS and SIR models can be extracted from

the SIRS model.

More than a couple of decades ago, Kephart et al. [4]

were amongst the first researchers to propose epidemiology-

based models (SIS) to analyze virus propagation in computer

networks. The incident of the Code Red worm in July 2001,

however, instigated the emergence of a plethora of worm prop-

agation models. Moore et al. [5] comprehensively investigated

this incident to analyze and model the worm propagation.

Kim et al. [3] proposed a modified SIR model by granting

nodes a temporary immunity. Chakrabarti et al. [6] developed

a discrete time Non-Linear Dynamical System (NLDS) model

based on the classical SIS model and assumed universal

infection and death rate for each participating node.

The infection propagation models seen in the literature have

been applied mainly to homogeneous networks, in which all

the participating nodes are treated equally, especially in terms
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Figure 1. State-transition diagram of a single node in the heterogeneous
SIRS model.

of their infection and curing rates. However, recently, a het-

erogeneous version of the SIS model has been proposed [7, 8],

in which all the participating nodes are treated differently, i.e.,

with their own distinct infection and curing rates. Furthermore,

recently Smilkove et al. [2] have reported that failure to include

heterogeneity, susceptibility of individuals against infections

in this case, can lead to over/under estimation of fundamental

epidemic parameters, resulting in less accurate descriptions

of epidemic spreading processes. Thus, the reviewed literature

suggests and highlights the importance of including the notion

of heterogeneity for a more accurate modeling of the infection

propagation process.

From immunization perspective, the goal is to distribute

protection resources among nodes in order to minimize the

overall effect of infection propagation. Heuristic based on

network centrality measures are commonly used to distribute

protection resources within the network. These approaches

mainly rely on nodes’ locations in the overall network to deter-

mine their relative importance. Some of the popular strategies

include acquaintance immunization [9], targeted immunization

(e.g., [10]), page rank centrality based immunization [11] and

eigenvalue centrality based immunization [12]. More recently,

the problem of optimal allocation of protection resources

was formulated and solved using a geometric programming

approach by Preciado et al. [8].

A key observation made in all these immunization strategies

(excluding [8]) is the non-inclusion of node properties, which

can substantially impact the infection propagation. This paper

addresses this shortcoming by first incorporating the concept

of node properties into existing immunization strategies and

subsequently proposing a new degree based heuristics to curb

infection propagation in heterogeneous networks.

III. INFECTION PROPAGATION MODEL

A heterogeneous version of Susceptible Infected Susceptible

(SIS) model has been proposed recently in [7, 8]. This

section presents a discrete-time, heterogeneous SIRS model

that incorporates network topology as well as varying node

properties to model the spreading process.

A. Heterogeneous SIRS (hSIRS) Model

In hSIRS model, during a time interval ∆t, where ∆t can
be arbitrarily small1, an infected node i infects its neighbors

1We are assuming that ∆t is infinitesimally small such that the probability
of having multiple events during ∆t is negligible.

Table I
NOTATIONS FOR HETEROGENEOUS SIRS MODEL

Ni neighborhood of node i
βi probability that an infected node i infects its neighbors
λi probability of an infected node i to move into the recovery state

µi probability of a recovered node i to become susceptible.

ξi,t probability of a susceptible node i at time t − 1 to remain
susceptible at t

pi,t probability of node i being infected at time t
si,t probability of node i being susceptible at time t
ri,t probability of node i being in the recovery state at time t

with probability βi. At the same time, it can recover and move

into the recovery state with probability λi. Once a node is

recovered, it may stay recovered or immune with probability

(1−µi), where µi is the probability of a node i in the recovery
state to become susceptible again. The state transition diagram

for a single node is shown in Figure 1, and the notations used

in the SIRS model are described in Table I.

It is to be noted that the state of node i at the next time step
is dependent only on its current state. Therefore, this process

can be modeled as a Markov chain, and thus the Markov theory

can be used to compute the probabilities of a node being in

one of the infected, recovered, or susceptible states at a given

time.

To achieve this, the rate at which a node i susceptible at time
t−1 remains susceptible at time t is computed, and is denoted
by ξi,t. In other words, the probability that a susceptible node
i does not receive any infection from its neighbors at time

t needs to be computed. For this purpose, we proceed as

follows: Let j ∈ Ni, then i cannot get infected from j at

time t whenever j is not infected at t − 1, or is infected at

t − 1, but fails to spread the infection at t. This is true for

all j ∈ Ni. Moreover, we assume that the infection of i from
one of its neighbors is independent of the other. Using this

independence assumption, we get

ξi,t =
∏

j∈Ni

[(1 − pj,t−1)
︸ ︷︷ ︸
Pr. of node j being

not infected at t−1

+ (1− βj)pj,t−1
︸ ︷︷ ︸

Pr. of j being infected at t−1,

but failing to infect i at t

]

=
∏

j∈Ni

(1− βjpj,t−1)

(1)

Now, using the state transition diagram in Figure 1, and (1),

the equations for the probabilities of a node being infected

(pi,t), recovered (ri,t), or susceptible (si,t) at time t can be

written as

pi,t = (1− λi)pi,t−1 + (1− ξi,t)si,t−1

si,t = ξi,tsi,t−1 + µiri,t−1

ri,t = (1 − µi)ri,t−1 + λipi,t−1

(2)

Note that a node i is infected at time t whenever i was
infected at time t− 1 and remained in the infected state at t,
or was susceptible at t − 1 and got infected by its neighbors

at t. Similarly, a node is susceptible at time t if it was in the

susceptible state at t− 1 and remained so at t, or was in the

recovered state at t − 1 and moved to the susceptible state
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Figure 2. fi of nodes are shown. Node i has a degree of 8, but θi = 2. The
degree and θj of node j are both equal to 4.

at t. Similarly, ri,t can be obtained. Above equations can be

solved numerically to obtain the time evolution of the infected,

susceptible, and recovered nodes’ populations.

IV. IMMUNIZATION HEURISTICS

If there is a limited budget, under which only a subset of

nodes can be immunized (protected against infections), which

nodes are the best choice for immunization? Typically, nodes

are ranked based on a certain ‘centrality measure,’ such as

degree centrality, eigenvalue centrality etc. Nodes with the

highest priority (determined by their centrality scores) are

then immunized. For instance, in a degree centrality based

approach (such as targeted immunization), nodes with the

highest degree or connections with other nodes are selected.

Similarly, in an eigenvalue centrality based approach, nodes

inducing maximum drop in the largest eigenvalue of the

adjacency matrix of the network are selected. These centrality

measures rely merely on the underlying network topology.

However, besides connectivity, a node’s infection and recov-

ery rates also have a significant impact in determining node’s

participation in the spreading process. A node with a higher βi

is more likely to infect its neighbors, and a node with a smaller

λi (or δi) is less likely to recover from the infected state. As

an example, consider two nodes u and v with degrees 10 and
5 respectively within some network. Let βu = 0.1, βv = 0.8,
and δu = δv. Using purely a degree centrality measure, node

u has a higher priority for getting immunization. However,

once infected, node u infects only 1 of its neighbors on

average, whereas node v infects four of its neighbors on

average after being infected. Thus, the consequences (in terms

of the infection spread) of node v getting infected are more

severe than that of node u, even though v has a smaller degree
than u. Therefore, ranking of nodes for immunization should
be a function of both the network topology based centrality

measure and node’s characteristics influencing the spreading

process (e.g., βi, δi, λi). The following section describes one

such immunization strategy.

A. Proposed Immunization Strategy

Let S be the scoring function that ranks nodes for im-

munization such that the nodes with the highest scores are

immunized. Furthermore, let c be the network topology based
centrality measure, and f be the measure of node properties

influencing spreading process. It is proposed that

Si be a function of both ci and fi, i.e., Si(ci, fi) instead of

Si(ci).
To achieve this, a measure based on node properties needs

to be defined that can capture its influence on the infection

propagation in networks. In this regard, it is observed that

βi determines the capability of node i to infect others, once

it is infected. Moreover, the ability of node i to remain in

the infected state can be determined by its recovery rate λi

(or δi). In fact, for homogeneous networks, in which all nodes
are assumed to have the same infection and recovery rates, the

ratio of infection rate to the recovery rate has been previously

used to determine the epidemic threshold condition.2 However,

this ratio has not yet been used for designing immunization

heuristics for heterogeneous networks. This article proposes

the use of this ratio – infection rate to recovery rate – to capture

the influence of node properties on the infection process, and

also for designing the immunization strategy.

fi =
infection rate of node i

recovery rate of node i
(3)

For hSIRS model, fi = βi/λi, and for hSIS model, fi =
βi/δi has been chosen. Simulations done for this paper show

good results with these definitions of fi. However, it is also
acknowledged that there might be other ways to capture the

influence of node properties in infection propagation.

As mentioned earlier, several different network-centric mea-

sures exist. This paper considers two widely used centrality

measures – degree based and eigen value based, whose ef-

fectiveness has been proven and established in the literature

(e.g., [10]). The degree based and eigen value based measures

are described below.

DegCen: ci,d = degree of a node i
EegCen: ci,e = emax − emax,i

(4)

Here, emax is the largest eigenvalue of the adjacency matrix

of the network graph and emax,i is the largest eigenvalue of the

adjacency matrix of the network graph after removing node i.
A scoring functions Si, which incorporate both network

effects and node properties can be written as,

hDegCen: Si,d = (ci,d)
a (fi)

b

hEigCen: Si,e = (ci,e)
a (fi)

b (5)

Here, a and b can be any real numbers. For this paper,

a ∈ {1, 2} and b ∈ {1/2, 1} has been used for experiments

and results presented in Section V show that hDegCen and

hEigCen scoring functions perform better than the DegCen and

EigCen to restrict the number of infected nodes. It is remarked

here that S can be any appropriate function that incorporates

network topology, as well as the effects of nodes’ properties,

i.e., S(G,V), where G corresponds to the function of any

network-centric measure, such as (4), and V corresponds to

the function of nodes’ properties, such as (3).

2If the epidemic threshold condition is satisfied, the infection dies out from
the network over time, i.e., epidemic dies out whenever βi/λi is lesser than
some specific value [6, 13].
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Figure 3. hSIRS model and ER graphs. (a) A comparison of hDegCen (hEigCen) with DegCen (EigCen) based immunization with 20% of the nodes
immunized. (b) Gaindeg in (6) is plotted against different number of immunized nodes. (c) A comparison of infected nodes’ population with DegCen and
effective degree based immunizations when 20% nodes are immunized. (d) A comparison of DegCen and effective degree over a range of number of immunized
nodes.

Inspired by the degree based approach, a simple measure

called effective degree, which incorporates node degree (as a

measure of node connectivity in the network) as well as fi ( as
a measure of node’s properties influencing infection process)

to determine its score for immunization, has been proposed in

this paper. It is to be noted that fi is a measure of the extent
to which a node i, once infected, spreads the infection to its

neighbors. Thus, the effective degree measure is defined as

Definition 4.1: (Effective degree, θi) If Ni is the set of

nodes adjacent to node i, then θi is the number of nodes in
the set {vj ∈ Ni : fj < fi}.
θi is simply the number of nodes in the neighborhood of i

with a smaller infection rate to recover rate ratio 3 than i. An
example is shown in Figure 2.

Since fi measures node’s ability to spread infection, θi ranks
node i’s contribution to the infection propagation. A higher θi
implies that in the neighborhood of node i, there are more

nodes with smaller infection rate to recovery rate ratios as

compared to fi, i.e., i is one of the more harmful nodes (from
infection spreading view-point) in its neighborhood. That is

the reason θi < θj in Figure 2, as majority of the neighbors

of i have a higher capability to spread infection, even though

the degree of i is more than that of j.

V. EXPERIMENTAL RESULTS AND EVALUATION

In this section, the proposed immunization strategies, which

combine node properties as well as node connectivity, are eval-

uated in heterogeneous networks for the following question:

Compared to purely network-centric immunization heuris-

tics such as DegCen and EigCen, how useful are the proposed

immunization strategies in terms of the reduction in the size

of the infected population?

The above question is explored by simulating various widely

used network topologies. It is observed that the proposed

approach outperforms existing immunization heuristics.

A. hSIRS Model

The results in this sub section are obtained with the pro-

posed hSIRS model in Section III-A. Each plot is averaged

over 30 individual runs, unless specified otherwise. For ex-

perimental purposes, the infection rate βi, recovery rate λi,

and re-susceptibility rate µi, are chosen randomly from the

standard uniform distribution. In each iteration, a random node

is infected with a virus that eventually spreads the infection

as per (2). Simulation proceeds in steps of one time unit. A

certain number of nodesK , as determined by some immuniza-

tion strategy, are immunized, i.e., they will not get infected

from the virus, and therefore, will not spread infection. The

overall percentage of infected nodes in the steady state is the

parameter of interest. The proposed immunization strategies

are now validated for three graph types – random graphs,

Modular graphs and a real-world email exchange graph.
1) Random (Erdős-Rényi (ER)) Graphs: Erdős-Rényi (ER)

graphs G(N, p), in which N = 500 and p = 0.016, are
used in simulations in Figure 3. In Figure 3(a), populations

of infected nodes during the infection processes are shown

when 20% of the nodes are immunized. The number of

immunized nodes in a network is denoted by K . It can be seen

that the application of hDegCen and hEigCen immunization

strategies result in a smaller number of infected nodes in

the steady state as compared to the exisiting DegCen and

EigCen respectively. Gaindeg given in (6) compares hDegCen

and DegCen over a range of number of immunization nodes is

shown in Figure 3(b). Again hDegCen turns out to be a better

approach than DegCen for a wide range of K since Gaindeg
is always positive. Here,

Gaindeg =





Infected nodes’
population in steady
state with DegCen





−





Infected nodes’
population in steady
state with hDEgCen





(6)

In plots (c) and (d) of Figure 3, a comparison of DegCen

and effective degree is demonstrated, in which effective degree

based immunization strategy outperforms DegCen.
2) Modular Graph: Modular graphs consist of clusters, in

which nodes within a cluster are densely connected, whereas

the inter-cluster connectivity is sparse as observed in various

CPS, network sciences, and energy control systems. A modular

graph with 500 nodes arranged in 10 clusters, where each

cluster is itself an ER graph with N = 50 and p = 0.35, is
used for simulation. Inter-cluster interactions are also modeled

as an ER graph, in which each cluster is a node, and interacts

with four other clusters on average. The results are illustrated

in Figure 4 showing improvements in the number of infected
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Figure 4. hSIRS model and Modular graphs. (a) Infected nodes’ population when 20% of the nodes are immunized based on different immunization
strategies. (b) hDegCen and DegCen are compared in terms of Gaindeg over a range of number of immunization nodes. (c) A comparison of effective degree
with DegCen with 20% of the nodes immunized. (d) Infected nodes’ population in the steady state with DegCen and effective degree based selection of
immunized nodes.
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Figure 5. hSIRS model and Email exchange network. (a) 15% of the nodes are immunized based on different immunization schemes, and the resulting
population of infected nodes is plotted. (b) A comparison of DegCen and hDegCen based on Gaindeg over a range of number of immunization nodes. (c)
Infected nodes’ population when 15% of the nodes are immunized based on DegCen and effective degree. (d) A comparison of DegCen and effective degree
over a range of the number of immunized nodes.

nodes as a result of hDegCen, hEigCen, and effective degree

based immunization strategies.

3) Email Exchange Graph: A real-world email exchange

network [14] is also used to validate the proposed immuniza-

tion heuristics. The network consists of 1133 nodes and 5451

undirected edges, which indicate e-mail exchanges between

nodes. Plots in Figure 5 illustrate the effectiveness of proposed

immunization strategies in terms of reduction of infected

nodes’ population.

VI. CONCLUSION AND FUTURE WORK

Until recently, infection propagation models have been

mainly applied to homogeneous networks without taking any

node heterogeneity into account, which does exists in real

networks. This paper extends the notion of incorporating node

heterogeneity when modeling infection propagation and de-

signing immunization strategies. It is observed that heuristics

for the selection of immunization nodes incorporating both

network centric measures and node properties outperform the

ones that merely rely on the network centric measures. As a

part of the future work, authors plan to extend this work to

quantify the notion of node heterogeneity and its effect on the

characteristics of spreading processes in a formal manner.
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