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Abstract—In this work, we consider a scenario wherein an
energy harvesting wireless radio equipment sends information to
multiple receivers alongside powering them. In addition to har-
vesting the incoming radio frequency (RF) energy, the receivers
also harvest energy from its environment (e.g., solar energy).
This communication framework is captured by a fading Gaussian
Broadcast Channel (GBC) with energy harvesting transmitter
and receivers. In order to ensure some quality of service (QoS)
in data reception among the receivers, we impose a minimum-
rate requirement on data transmission. For the setting in place,
we characterize the fundamental limits in jointly transmitting
information and power subject to a QoS guarantee, for three
cardinal receiver structures namely, ideal, time-switching and
power-splitting. We show that a time-switching receiver can switch
between information reception mode and energy harvesting mode,
without the transmitter’s knowledge of the same and without
any extra rate loss. We also prove that, for the same amount of
power transferred, on average, a power-splitting receiver supports
higher data rates compared to a time-switching receiver.

I. INTRODUCTION

Intentionally transferring energy along with information,

using radio frequency (RF) signals, is an attractive alternative

to perpetually and remotely power energy harvesting sensors

that have limited physical accessibility. It is foreseeable that

in next generation wireless systems, a picocell or femtocell

base station will be enabled to wirelessly charge low power

communication devices within its range. These base stations

themselves could be energy harvesting green base stations.
Apart from the numerous system design challenges the prob-

lem offers, it also opens up a rich set of theoretically motivated

research avenues. On this premise, we address the problem of

characterizing the fundamental limits in jointly broadcasting

data and power over a wireless medium with energy harvesting

transmitter and receivers.

In this work, we consider the problem of Simultaneous

Wireless Information and Power Transfer (SWIPT) over a

fading Gaussian broadcast channel (GBC) with an energy

harvesting transmitter, ensuring a certain quality of service

(QoS) guarantee to the receivers. The QoS parameter we refer

to is that of minimum-rate constraint. For the canonical fading
GBC (non energy harvesting), the problem of characterizing

the fundamental limits with minimum rate constraints as a

means to ensure fairness among receivers is a well studied
topic ([1]). In the context of SWIPT, the above constraint has

the added advantage that the transmission ensures a minimum
instantaneous RF power at the receivers at all times (which
can potentially be harvested).

Recently, various studies have investigated the problem of

characterizing the trade-offs involved in SWIPT in a multi-user

communication system. Capacity-energy regions of a discrete

memoryless multiple access channel and a multi-hop channel

with a single relay is characterized in [2]. Achievable rates over

an uplink channel wherein the transmitters are powered via
RF signals in the downlink are provided in [3]. In [4], authors
report a result on feedback enhancing the rate-energy region
over a constant gain multiple access channel with simultaneous
transmission of information and power.

As for broadcast systems, [5] studies MIMO SWIPT by a

transmitter to two receivers (either spatially separated or co-
located) in which one receiver harvests energy and the other
receiver decodes information. In particular, for the co-located

case, the authors derive an upper bound on achievable rate-

energy region and compare it with that achievable using a time-
switching and power-splitting reveiver. A broadcast MISO

SWIPT system with a power-splitting receiver is considered

in [6] wherein the authors jointly design the optimal transmit
beamforming vectors and receiver power splitting ratios. In

[7], authors propose an energy beamforming strategy and

obtain the corresponding achievable rate-energy region for

an intereference channel with time-switching receivers. For a

comprehensive survey of recent advances in the domain of RF

energy harvesting networks, refer [8].

In the fading GBC setting that we consider, we assume

that both the transmitter and the receivers can harvest energy

from a perennial ambient source. In addition, the receivers

treat the transmitter as an RF energy source to meet additional

energy requirements, if any. In this setting, we characterize

the fundamental limits of SWIPT under a minimum-rate

constraint. Our contributions are two-fold. Existing works, to

the best of our knowledge, do not consider the information

theoretic characterization of fundamental limits of SWIPT

systems with energy harvesting transmitter(s) under a non-
quasi-static fading environment. The corresponding results

where the transmitter is not energy harvesting and the receivers

in particular are not harvesting energy from a non-RF source,

can thus be obtained as special cases. Second novel aspect

in our model is the inclusion of minimum-rate constraints in

characterizing the fundamental limits of SWIPT systems.

This paper is organized as follows. In Section II, we present

the system model and notation. Section III is devoted to explain

the main results of this work. We derive the minimum-rate

capacity region of the SWIPT system under consideration, with

ideal, time-switching and power-splitting receivers. Numerical

results are provided in Section IV. We conclude in Section V.

Proofs are sketched in the Appendices.

II. SYSTEM MODEL AND NOTATION

A. Transmission with QoS Constraints

Consider an energy harvesting transmitter equipped with an

energy buffer (synonymous with battery or buffer) of infinite

capacity. The transmitter could well be a green base station
harnessing renewable energy, like solar or wind energy. Alter-

natively, in the context of energy harvesting sensor networks,978-1-5090-5356-8/17/$31.00 © 2017 IEEE
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Fig. 1. A fading GBC with SWIPT.

transmitter could represent a fusion centre which multiple
sensor nodes report to.

We consider a time slotted system. In slot k, let Y s
k (s in-

dicates sender) denote the energy harvested by the transmitter

from a renewable source. We assume the energy harvesting

process {Y s
k , k ≥ 1} is stationary, ergodic. Let E[Y s] denote

the mean value of the energy harvesting process. Let Es
k denote

the energy available in the transmitter’s buffer at the beginning

of slot k. In the model we consider, the harvested energy Y s
k

can be used in the same slot and the remaining, if any, is stored

in the buffer for future use. Let T s
k denote the energy used up

by the transmitter in slot k. Thus, T s
k ≤ Ês

k � Es
k + Y s

k . The

energy in the buffer evolves according to Es
k+1 = Ês

k − T s
k .

The transmitter has L messages to send, denoted by the

message vector M � (M1, . . . ,ML), to L distant receivers,

where Ml is the message corresponding to receiver l ∈
[1 : L] � {1, 2, . . . , L}. Simultaneously, the transmitter is
powering each of the receivers. The receivers, in practice,

could either be user mobile devices or low power sensor motes.

Corresponding to the message vectorM, a codeword of length

n
(
X ′

1(M), . . . , X ′
n(M)

)
, is chosen. Since the transmitter

is energy harvesting, transmitted symbol in slot k could be
different from the codeword symbol because of insufficient

energy at the transmitter. The channel input symbol in slot

k is denoted as Xk. We note that the total energy used for

transmission in slot k, T s
k = X2

k =
L∑

l=1

T s
k (l), where T

s
k (l) is

the energy allocated for receiver l in slot k.
On account of the time varying nature of the underly-

ing wireless channel, some users may be cut off from the

transmitter for a certain duration of time depending upon

the channel conditions. This is because the power allocation

strategy which ensures the optimal long term data rates will

allocate zero transmission power in certain time slots to

those users with low channel gains [9]. At the same time,

it is not desirable to transmit at a target rate irrespective

of the channel gains (essentially by a multi user variant of

channel inversion) as it reduces the permissible data rates
[10]. An alternative to the above approaches is transmitting

at a certain minimum instantaneous rate irrespective of the
channel conditions (there by ensuring certain fairness among

receivers) and use the additional power to maximize the long

term achievable data rates [1]. Accordingly, let ρ(l) be the
minimum rate of transmission to be ensured to receiver l,
irrespective of the channel conditions. The model parameter

ρ �
(
ρ(1), . . . , ρ(L)

)
dictates the quality of service guarantee

on the joint data and power broadcast.

B. The Channel Model

The channel from the transmitter to the lth receiver is a
fading channel corrupted by an independent and identically

distributed (i.i.d.) additive Gaussian noise process {Nk(l), k}
at the receiver. We denote the probability density function of

Nk(l) (having mean 0 and variance σ2
l ) by N (0, σ2

l ). The
multiplicative channel gain from the transmitter to the lth

receiver in slot k is denoted as Hk(l). We assume that the
fading process {Hk, k ≥ 1} is jointly stationary, ergodic,
where Hk �

(
Hk(1), . . . , Hk(L)

)
∈ HL with stationary

distribution FH. Here, H ⊂ R
+, the positive real axis and

HL is the Cartesian product H × . . . × H (L times). In

addition, we assume that the channel gains Hk(l) and Hk(j)
are statistically independent for l �= j and are known to all
the receivers and the transmitter at time k. We consider a
block fading channel model wherein the channel gain from

the transmitter to receiver l remains fixed for the duration of
a channel coherence time Tc(l). The codeword length n is

assumed to be an integer multiple of the least common multiple

of {Tc(l), l ∈ [1 : L]}. If Wk(l) is the channel output at
receiver l in slot k, Wk(l) =

√
Hk(l)Xk +Nk(l).

Note that, ensuring a certain minimum non-zero transmis-

sion power to all users in all time slots (dictated by ρ),
potentially requires infinite power if the fading process, with

positive probability, can take values arbitrarily close to zero.

As an example, for the same reason, the zero outage capacity

region for a Rayleigh fading GBC is null ([10]). To encompass
those transmission schemes that require a finite average power

and ensure non-zero minimum rate, we make the assumption

that E[ 1
Hk(l)

] < ∞ for all l and for all k ≥ 1.

C. Receiver

The co-located receiver architectures that we consider for

SWIPT serve a dual purpose. There is a communication

receiver to receive and decode the incoming data, and a

rectenna module to harvest the RF energy. In slot k, receiver
l harvests Y r

k (l) (r denotes receiver) from a surrounding

perennial source. We assume that {Y r
k (l), k ≥ 1} is a

stationary, ergodic process for each l and is independent across
receivers. Let E[Y r(l)] denote its mean value. The receivers
have an energy buffer of infinite capacity. Let Er

k(l) denote
the energy in lth receiver’s buffer at the beginning of slot
k. Let Êr

k(l) � Er
k(l) + Y r

k (l). There are various sources
of energy consumption at the receivers. The front end of the

communication receiver requires energy for filtering and other

processing operations. This energy requirement, at receiver l,
is modelled by a stationary, ergodic process {T r

k (l), k ≥ 1}.
We refer to Δl � (E[T r(l)] − E[Y r(l)])+ as the average

energy deficit at receiver l, where (.)+ = max{0, .}. Receiver
l harvests, on an average, Δl units of RF energy so as to

compensate for the deficit.

We now provide a brief description of the various receiver

architectures considered in this work. An ideal receiver can

harvest the incoming RF energy without distorting the noise
corrupted data symbol. Thus, the total energy harvested Dr

k(l)
at receiver l in slot k is Y r

k (l) + ξk(l), where ξk(l) =
ηHk(l)X

2
k . Here, η denotes the efficiency factor of the energy

harvesting system ([8]). In contrast, a time-switching receiver

harvests RF energy in a slot, at the expense of erasing the

corresponding noise corrupted data symbol. Let Il,k denote the
indicator function of the event that RF energy is harvested by

receiver l in slot k. Then, Dr
k(l) = Y r

k (l)+Il,kξk(l). A power-
splitting receiver divides the incoming RF power between the
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communication module and the rectenna, non-adaptively. We

refer to it as the constant fraction power-splitting receiver. If

0 ≤ πE(l) ≤ 1 is the fraction of power harvested in every slot,
Dr

k(l) = Y r
k (l) + πE(l)ξk(l).

In general, among the L receivers, some receivers could

be ideal and some others could be time-switching or power-

splitting. But for the sake of exposition, we derive results

assuming that all the receivers belong to one of the above kind.

Our proof techniques readily yield the corresponding results

for the general case as well.

In this work, we derive the fundamental limits in the

framework propounded in [11]. Specifically, the channel input

and output processes need not be stationary, since at time

k = 0, the transmitter and the receivers start operating with
arbitrary initial energy in their buffers. We consider power
control policies (to combat fading) at the transmitter such that
the stochastic process {T s

k , k ≥ 1} is an asymptotic mean
stationary (AMS), ergodic process [12]. We prove that, for

the SWIPT system in place, the minimum-rate AMS capacity
region is equivalent to that of a non energy harvesting system
with the same average power constraints.

III. MINIMUM-RATE CAPACITY REGION WITH VARIOUS

RECEIVER ARCHITECTURES

In this section, we derive the minimum-rate capacity re-

gions of the SWIPT system for the three receiver models.

We begin with the following definitions. An energy man-

agement policy T s
k is called a Markovian policy, if it is

exclusively a function of the variables Ês
k and Hk. In this

work, we only consider policies that are Markovian. We

refer to such policies as Markovian because, if the processes

{Y s
k }, {Hk}, {Y r

k (l), l ∈ [1 : L]}, {T r
k (l), l ∈ [1 : L]}

are i.i.d., adopting Markov policies make the joint process

{
(
Y s
k , E

s
k, X

s
k,Wk(1), . . . ,Wk(L)

)
} a Markov process. We

prove that such policies are optimal among the class of
AMS, ergodic policies. A rate tuple R =

(
R(1), . . . R(L)

)
is

achievable if there exists a sequence of
(
(2nR1 , . . . , 2nRL), n

)
codes, an encoding function, a power controller so that for each

joint fading state h =
(
h(1), . . . h(L)

)
, the instantaneous rate

vector R(h) �
(
R1(h), . . . RL(h)

)
satisfies Ri(h) ≥ ρ(i)

and EH[Ri(H)] ≥ R(i), L decoders and energy harvesters,

such that the average probability of decoding error (averaged

over all possible realizations of codebooks) P
(n)
e → 0 as

n → ∞. We follow the definition of minimum-rate capacity
region provided in [1] (Definition 1, equation (7)). Since this
definition explicitly involves instantaneous rates, the maxi-
mum achievable rate is not the capacity region in the usual

Shannon theoretic sense. However, this is also the capacity

region considered in [1], and we will continue to call it the

capacity region in the following.

We note that the minimum-rate vector ρ should be within the
zero outage capacity region [10] of a fading GBC with the peak

power constraint corresponding to the minimum peak power

imposed by the energy harvesting process. Since non zero

minimum rates can be ensured only if the energy harvesting

process {Y s
k } at the transmitter is such that Y s

k > δ a.s. for
some small δ > 0 for all k, we assume the same.

A. SWIPT System: Ideal Receivers

We now provide a characterization of the minimum-rate

capacity region when all receivers are assumed to be ideal. Let

Σl(H) � H(l)T ′s
l (H), νl(H) � σ2

l +
L∑

j=1

H(j)T ′s
j (H)�El,j

,

where �El,j
is the indicator function corresponding to the event

El,j � {σ2
l H(j) > σ2

jH(l)}, T ′s
l is an energy allocation policy

corresponding to receiver l and SNRl(H) � Σl(H)/νl(H).
Define

Ci(T′s) =
{
R : ρ(l) ≤ R(l) ≤ EH

[
Ci,l(H)

]
, l ∈ [1 : L]

}
.

Here, Ci,l(H) � 1
2 log

(
1 + SNRl(H)

)
and T′s =

(T ′s
1 , . . . T ′s

L ). For Δ � (Δ1, . . . ,ΔL), let

T s(Δ) �
{
T′s : EH

[ L∑
l=1

T ′s
l (H)

]
≤ E[Y s], Rl(H)

a.s.

≥ ρ(l),

EH

[
ηH(l)T ′s

l (H)
]
≥ Δl, l ∈ [1 : L]

}
.

Theorem 1. (Capacity Region with Ideal Receivers): The
minimum rate capacity region is

Ci(Δ) = Conv

( ⋃
T′s∈T s(Δ)

Ci(T′s)

)
,

where Conv(S) is the closure of convex hull of the set S.

Proof. See Appendix A.

Since the capacity region Ci(Δ) is convex, we can obtain
the boundary points of Ci(Δ) by solving the following opti-
mization problem:

max
T′s(.)

L∑
l=1

μ(l)EH

[
Rl

(
T ′s
l (H)

)]
,

s.t. EH

[ L∑
l=1

T ′s
l (H)

]
≤ E[Y s], ∀l,

Rl(H)
a.s.

≥ ρ(l), ∀ l,

EH

[
ηH(l)T ′s

l (H)
]
≥ Δl, ∀ l.

Let Π(.) be a permutation function on [1 : L] such
that H

(
Π(1)

)
/σ2

Π(1) ≥ H
(
Π(2)

)
/σ2

Π(2) ≥ . . . ≥
H
(
Π(L)

)
/σ2

Π(L). Also, let T
′
m,l (m indicates minimum) de-

note the energy expended for maintaining the minimum rate

ρ(l) and T ′
e,l (e denotes excess) be the excess energy such

that T ′
m,l + T ′

e,l = T ′s
l . Then, with additional algebraic

manipulation, it is easy to show that the above optimization is

equivalent to the optimization problem:

max
T′

e

L∑
l=1

μ(l)
[
ρ(l) + EHef

[
Cefl (Hef)

]]
,

s.t. EHef

[ L∑
l=1

T ′
e,l(Hef)

]
≤ E[Y s], ∀l,

EHef

[
ηHef(l)T

′
e,l(Hef)

]
≥ Δl,ef, ∀ l,

where, Cefl (Hef) � 1
2 log

(
1 + SNRl,ef(Hef)

)
, SNRl,ef(Hef) =

Σl,ef(Hef)/νl,ef(Hef), Σl,ef(Hef) = Hef

(
Π(l)

)
T ′
e,Π(l)(Hef) and

νl,ef(Hef) = σ2
l,ef +

∑
j<l

Hef

(
Π(j)

)
T ′
e,Π(j)(Hef). We refer to

Hef, (σ2
l,ef, l ∈ [1 : L]) as the effective fading coeffi-

cients and noise variances respectively, and can be obtained

as in [1]. Also, T′
e � (T ′

e,1, . . . , T
′
e,L), Δl,ef = Δl −

EH

[
ηH(l)T ′

m,l(H)
]
. As an example, for the two receiver

case, let q denote the probability of the event E1,2 and let,
qc = (1− q). Denote, for l ∈ {1, 2}, pl = (e2ρ(l) − 1). Then,
under the event E1,2, σ2

1,ef = σ2
1 , σ

2
2,ef = (σ2

2−σ2
1)e

−2ρ(1)+σ2
1 ,

Hef(l) = H(l)e−2ρ(1)−2ρ(2), Δ1,ef = Δ1 − σ2
1p1 − σ2

2p1p2qc,
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Δ2,ef = Δ2 − σ2
2p2 − σ2

1p1p2q. For the complement of the
event E1,2, the indices are swapped to the obtain corresponding
expressions.

Remark 1. As a consequence of Theorem 1, we can recover
various important results as special cases. For instance, the
capacity region of a fading GBC with an energy harvesting
transmitter, and without power transfer and minimum rate
constraints, is readily obtained. We also obtain the capacity
of a fading AWGN channel with energy harvesting transmit-
ter, sending simultaneously a delay sensitive data (at a pre
specified rate ρ) and a delay tolerant data. The result can be
obtained using the proof of Theorem 1, but using two separate
codebooks (for each class of data) in conjunction with the rate
splitting argument [13].

B. SWIPT System: Time-Switching Receivers

In this section, we consider the SWIPT system with time-

switching receivers. The corresponding capacity region is

referred to as the minimum-rate erasure capacity region. The

terminology signifies the fact that harvesting energy from a

data bearing symbol (using time-switching receiver) erases

its information content. In time-switching case, even though

there is no minimum rate at those times, the constraint

ensures that receivers can harvest a certain minimum RF

power. An important aspect of our model is that, without

loss of optimality, each receiver can decide when to harvest
RF energy independent of other receivers’ decision and the

transmitter not knowing the same. The probability with which

receiver l decides to harvest in any slot is dictated by Δl. Let

πE(l) � Δl/EH

[
ηH(l)T ′s

l (H)
]
and denote πc

E(l) = 1−πE(l).
Let

Ce
t (T

′s) �
{
R : ρ(l) ≤ R(l) ≤ EH

[
Ct,l(H)

]
, l ∈ [1 : L]

}
,

where, Ct,l(H) � πc
E(l)
2 log

(
1 + SNRl(H)

)
.

Theorem 2. (Capacity Region with Time-Switching Re-

ceivers):

Ce
t (Δ) = Conv

( ⋃
T′s∈T s(Δ)

Ce
t (T

′s)

)
,

is the minimum-rate erasure capacity region.

Proof. See Appendix B.

C. SWIPT System: Power-Splitting Receiver

At receiver l, let πE(l) fraction of energy be harvested in
every slot, where πE(l) is defined as in the time-switching

case. Let ν̃l(H) = σ2
l +

L∑
j=1

πc
E(j)H(j)T ′s

j (H)�Ẽl,j
, where

�Ẽl,j
is the indicator function corresponding to the event

{σ2
l π

c
E(j)H(j) > σ2

jπ
c
E(l)H(l)}. Also, let

∼
SNRl(H) =

Σl(H)/ν̃l(H). Define

Cp(T′s) �
{
R : ρ(l) ≤ R(l) ≤ EH

[
Cp,l(H)

]
, l ∈ [1 : L]

}
,

where, Cp,l(H) � 1
2 log

(
1 + πc

E(l)
∼
SNRl(H)

)
.

Theorem 3. (Capacity Region with Power-Splitting Re-

ceivers): The closure of

Cp(Δ) = Conv

( ⋃
T′s∈T s(Δ)

Cp(T′s)

)
,

is the minimum-rate capacity region with constant fraction
power-splitting receivers.

Proof. The proof follows from the proof of Theorem 1 with

the channel gain from the transmitter to lth receiver scaled by
a factor πc

E(l).

The boundary points of Ce
t (Δ) and Cp(Δ) should be ob-

tained by solving optimization problems similar to that for the

ideal case. Since the time switching and power splitting ratios

depend upon the energy management policy at the transmitter,

the optimization problem is more involved and is non-convex.

Hence, in the next section, we compute achievable rate regions

for the time switching and power splitting cases which are

close to the optimal boundary points.

Remark 2. In the absence of energy harvesting constraints, it
is well known that a GBC and a Gaussian multiple access
channel (GMAC) are duals of each other [14]. A similar
result can be proved for these channels when powered by
energy harvesting sources. On account of space constraints,
we choose to avoid the technical details. Rather, we provide a
numerical example in Section IV.

IV. NUMERICAL RESULTS

In this section, we provide numerical examples to compare

the minimum-capacity region of the SWIPT system for the

ideal, time-switching (TS) and power-splitting (PS) receivers.

The time slot is considered in multiples of 1μsec. We consider
a 2 user GBC with σ2

1 = 0.8, σ2
2 = 1.6. We assume i.i.d.

fading, independent across users. The fading distribution at

each user is chosen such that E[H(1)] = 0.8, E[H(2)] = 0.5.
We consider a discretized Rayleigh fading channel, obtained
as follows: Fix an appropriate subset of the positive real

axis. We choose the interval [0, 10]. We discretize this set
in steps of .1. For the channel between the transmitter and
receiver l, the probability pl(h), h ∈ {.1, .2, . . . , 9.9}, is
chosen such that pl(h) = Pr

(
H(l) ∈ [h−.1, h]

)
and pl(10) =

Pr
(
H(l) ≥ 9.9

)
, where H(l) is exponentially distributed. We

take E[Y s] = 10W . Fix ρ(1) = 300 Kbps, ρ(2) = 150 Kbps.
Let E[T r(1)] = 90μW, E[T r(2)] = 50μW and the energy

deficits Δ1 = 60μW ≈ −12dBm, Δ2 = 30μW ≈ −15dBm.
The efficiency factor η is fixed to 10−4.

In Figure 2, we compare the minimum-rate capacity regions

of the SWIPT system with all receivers ideal, all TS and

all PS, against the capacity region of all ideal receivers case
without minimum rate constraints and achievable rates without

RF power transfer. As mentioned in the previous section,

rather than obtaining the boundary points of Ce
t (Δ), Cp(Δ)

which is more involved due to the non-convexity of the prob-

lem, we compute two achievable regions denoted respectively

as Ae
t (Δ),Ap(Δ). Specifically, these achievable regions are

computed using the optimal energy management policy for

the case of all ideal receivers. It can be observed that, by
comparing with Ci(Δ) (which is an upper bound for Ce

t (Δ)
and Cp(Δ)), the achievable regions closely approximate the
actual capacity regions. Also, RF power transfer with ideal

receivers enhances the data rates by 200% for receiver 1 and

about 67% for receiver 2, with respect to that with no RF power
transfer. Further, due to concavity of the achievable rates as a

function of the power expended, Ae
t (Δ) ⊆ Ap(Δ).

We also compute the capacity region for a more realistic

scenario in which receiver 1 is PS and receiver 2 is TS. We

compare it with Ae
t (Δ) and Ap(Δ), in Figure 3, for two
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Fig. 2. Ci(Δ), Ae
t (Δ) and Ap(Δ) versus capacity region without minimum

rate constraints, capacity region without RF power transfer.

different values of E[Y s]. For the same amount of energy
harvested at the transmitter, on average, a relatively wide range

of energy deficit values at the receivers can be catered without

much rate loss. Next, we fix E[Y s] value and compare the

Fig. 3. Comparison of rate regions with receiver architectures all same and
all different, for E[Y s] = 10W , E[Y s] = 15W .

data rates achievable for various values of energy deficits at

the receiver. In Figure 4, we exemplify the change in Ae
t (Δ)

as a function of Δ. A similar plot for Ap(Δ) is provided in
Figure 5.

Fig. 4. Comparison of achievable regions for various values of Δ with all
TS receivers.

Finally, in Figure 6, we obtain the minimum-rate capacity

region (with minimum rates as before) of a 2 user fading

GMAC, with average energy harvested at the transmitters

E[Y s(1)] = 6W, E[Y s(2)] = 4W, average energy consumed
at the receiver (assumed to be ideal) E[T r] = 90μW, energy

Fig. 5. Comparison of achievable regions for various values of Δ with all
PS receivers.

deficit at the receiver Δ = 60μW, receiver noise variance σ2 =
1, from that of a GBC with E[Y s] = 10W, E[T r(l)] = 90μW,
Δl = 60μW and σ2

l = σ2, l = 1, 2. Even though the capacity
regions are readily obtained via duality, the method does not

bring out the structure of the corresponding optimal power

control policies.

Fig. 6. The minimum-rate capacity region (in log scale) of a fading GMAC
with energy harvesting constraints and SWIPT, via duality.

V. CONCLUSION

In this work, we have considered a fading GBC with an

energy harvesting transmitter and receivers. We characterize

the minimum-rate capacity region of the channel with SWIPT

for the ideal, time-switching and power splitting receiver

architectures. The resultant power control policies obtained

are optimal within a general class of permissible policies

for energy harvesting SWIPT systems. The minimum-rate

capacity region that we have derived for the SWIPT system

can serve as a benchmark for evaluating the performance of a

communication system which should ensure fairness among

its users (for instance, cellular downlink). Also, using our

results in this work, via duality arguments, it is possible to

numerically compute the corresponding capacity regions of a

fading GMAC.

APPENDIX A

Proof sketch of Theorem 1: For the sake of clarity and
brevity, we explain the proof technique for fading processes

with finite support set H. The extension to the continuous
fading distributions can be handled in a standard way as in

[1].

Achievability: Codebook Generation: Fix the power control
policy T′s obtained by solving the optimization problem in
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Section III-A (with E[Y s] therein, replaced by E[Y s]− ε, for
some small ε > 0). Fix message vectorM, blocklength n and a
rate vector R. The message vector is divided into independent
messages Mh with rate R(h) such that R(l) =

∑
h Rl(h),

h ∈ HL. Corresponding to each joint fading state h, there
exists a unique order in which the channel is degraded. That
is, the receivers can be ordered according to the increasing

values of h(l)/σ2
l , l ∈ [1 : L] such that the receiver with

the lowest value of h(l)/σ2
l is the weakest receiver and

that with the highest value is the strongest. Accordingly,
for each joint fading state (and the corresponding order of

degradation), generate an L level superposition codebook as

per the satellization process ([15], Section III B). Each of the
2nRl(h) codewords of the lth satellite codebook are generated
i.i.d. according to N

(
0, T ′s

l (h)
)
and independent of other

codebooks. The superposition codebooks generated are shared

with all the receivers.

Encoding and Signalling Scheme: At time k, if the joint fading
state is hk, the next untransmitted symbol in the codewords (to

each of the receivers) corresponding to messageMh is chosen

for transmission. Since the transmitter is energy harvesting, in

a given slot k, it may not have the required amount of energy

T ′s(hk) =
L∑

l=1

T ′s
l (hk) in the buffer. In that case, transmission

is done according to the following truncated policy:

T s
k (l) =

{
T ′s
l (hk) : T ′s

l (hk) ≤ Ês
k,

Ês
k

T ′s(hk)
T ′s
l (hk) : T ′s

l (hk) > Ês
k.

Since the average power expended at the transmitter E[Y s]−ε
is strictly less than the average harvested energy E[Y s], Es

k →
∞ a.s. as k → ∞ (Chapter 7, [16]). Accordingly, T s

k (l) → T ′s
l

a.s. as k → ∞ for each l.
Decoding: Since the channel gains are known perfectly,

receiver l can demultiplex its received sequence wn(l) into
subsequences {wnh(l)} such that n =

∑
h nh. Note that,

by the law of large numbers, (nh/n) ≥ (1 − δ)p(h), for
a large n and small δ > 0, where p(h) is the probability
of the joint fading state h. Hence, for the demultiplexed
subsequence corresponding to state h at each receiver, the

decoding operation can be performed using a sub codebook

of block length n(1− δ)p(h). Each receiver adopts successive
cancellation decoding. Note that, each h corresponds to a

particular channel degradation order. Successive cancellation

decoding corresponding to the degradation order of state h is
performed such that, each receiver decodes all the codewords

(corresponding to message Mh) of all the receivers degraded
with respect it, subtracts them off and decodes its own code-
word.

Analysis of Error Events: First note that, by ensuring

ηE[H(l)T ′s(l)] ≥ Δl, the total mean harvested energy by an

ideal receiver l, E[Dr(l)] ≥ E[T r(l)]. Thus, the probability of
energy outages can be proven to vanish asymptotically as in
the Transmitter’s case. Next, note that AMS, ergodic sequences

satisfy Asymptotic Equipartition Property (AEP) ([17]) under

appropriate regularity conditions. These conditions hold good

for the setting under consideration. In particular, the channel

input and output random variables have finite variances. Also,

the non energy harvesting channel with average transmitter

power constraint equal to E[Y s] has finitely bounded capacity
region and is an upper bound to the capacity of the system

model under consideration. Hence, the associated mutual in-

formation rates in our case are all finite. In addition, the AMS

stationary mean is dominated by an i.i.d. Gaussian measure

on a suitable Euclidean space. Thus the AEP result in ([17])

can be invoked in our context. Decoding is done with respect

to the joint finite dimensional distribution induced by the

stationary AMS mean distribution on the channel input and

output processes. Taking into consideration these facts, error

event analysis can be performed as in the standard case to

obtain the required result.

APPENDIX B

Proof of Theorem 2: At receiver l fix an appropriate πE(l) ∈
[0, 1]. In each time slot, receiver l harvests RF energy with
probability πE(l). If energy is harvested, channel output is
recorded as an erasure. Thus, the system with time-switching

receiver can be equivalently thought of as a fading GBC

concatenated with an erasure channel. Encoding is done as

per in the proof of Theorem 1. Decoder discards the erasures

and perform successive cancellation on the remaining. The

erasures are independent of the channel output and the fraction

of erasure instances converge almost surely to πE(l). Hence,
the achievability follows as in the case of Theorem 1.

ACKNOWLEDGEMENT

Authors would like to thank Prof. V. Mahadevan, ECE Dept.,

PESU, Bangalore for helpful discussions.

REFERENCES

[1] N. Jindal and A. Goldsmith, “Capacity and Optimal Power Allocation for
Fading Broadcast Channels with Minimum Rates,” IEEE Transactions
on Information Theory, vol. 49, no. 11, pp. 2895–2909, 2003.

[2] A. M. Fouladgar and O. Simeone, “On the Transfer of Information and
Energy in Multi-user Systems,” Communications Letters, IEEE, vol. 16,
no. 11, pp. 1733–1736, 2012.

[3] Z. Hadzi-Velkov, N. Zlatanov, and R. Schober, “Multiple-Access Fading
Channel with Wireless Power Transfer and Energy Harvesting,” Com-
munications Letters, IEEE, vol. 18, no. 10, pp. 1863–1866, 2014.

[4] S. B. Amor, S. M. Perlaza, I. Krikidis, and H. V. Poor, “Feedback
Enhances Simultaneous Wireless Information and Energy Transmission
in Multiple Access Channels,” https://arxiv.org/abs/1512.01465v5, 2015.

[5] R. Zhang and C. K. Ho, “Mimo Broadcasting for Simultaneous Wire-
less Information and Power Transfer,” Wireless Communications, IEEE
Transactions on, vol. 12, no. 5, pp. 1989–2001, 2013.

[6] Q. Shi, L. Liu, W. Xu, and R. Zhang, “Joint Transmit Beamforming and
Receive Power Splitting for MISO SWIPT Systems,” IEEE Transactions
on Wireless Communications, vol. 13, no. 6, pp. 3269–3280, 2014.

[7] J. Park and B. Clerckx, “Joint Wireless Information and Energy Transfer
in a k-user MIMO Interference Channel,” IEEE Transactions on Wireless
Communications, vol. 13, no. 10, pp. 5781–5796, 2014.

[8] X. Lu, P. Wang, D. Niyato, D. I. Kim, and Z. Han, “Wireless Networks
with RF Energy Harvesting: A Contemporary Survey,” IEEE Communi-
cations Surveys & Tutorials, vol. 17, no. 2, pp. 757–789, 2015.

[9] L. Li and A. J. Goldsmith, “Capacity and Optimal Resource Allocation
for Fading Broadcast Channels. I. Ergodic Capacity,” IEEE Transactions
on Information Theory, vol. 47, no. 3, pp. 1083–1102, 2001.

[10] ——, “Capacity and Optimal Resource Allocation for Fading Broadcast
Channels. II. Outage Capacity,” IEEE Transactions on Information
Theory, vol. 47, no. 3, pp. 1103–1127, 2001.

[11] R. Rajesh, V. Sharma, and P. Viswanath, “Capacity of Gaussian Channels
with Energy Harvesting and Processing Cost,” Information Theory, IEEE
Transactions on, vol. 60, no. 5, pp. 2563–2575, 2014.

[12] R. M. Gray, Entropy and Information Theory. Springer Science &
Business Media, 2011.

[13] B. Rimoldi and R. Urbanke, “A Rate-Splitting Approach to the Gaussian
Multiple-Access Channel,” IEEE Transactions on Information Theory,
vol. 42, no. 2, pp. 364–375, 1996.

[14] N. Jindal, S. Vishwanath, and A. Goldsmith, “On the Duality of
Gaussian Multiple-Access and Broadcast Channels,” IEEE Transactions
on Information Theory, vol. 50, no. 5, pp. 768–783, 2004.

[15] P. Bergmans, “Random coding theorem for broadcast channels with de-
graded components,” IEEE Transactions on Information Theory, vol. 19,
no. 2, pp. 197–207, 1973.

[16] J. Walrand, An Introduction to Queueing Networks. Prentice Hall, 1988.
[17] A. R. Barron, “The Strong Ergodic Theorem for Densities: Generalized

Shannon-Mcmillan-Breiman Theorem,” The annals of Probability, pp.
1292–1303, 1985.

2017 Twenty-third National Conference on Communications (NCC)

Authorized licensed use limited to: J.R.D. Tata Memorial Library Indian Institute of Science Bengaluru. Downloaded on June 09,2022 at 14:40:01 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


